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Abstract of the Dissertation 

Experiments on Nonlinear Wave-Particle Interactions 

by 

Dirk Albrecht Hartmann 

Doctor of Philosophy in Physics 

University of California, San Diego, 1994 

Dr. C. Fred Driscoll, Chairman 

Professor Thomas M. O'Neil, Co-Chairman 

Experiments on nonlinear wave-particle interactions using a traveling wave 

tube (TWT) are described. There, one or more waves modify the motions of energetic 

beam particles, and these beam perturbations affect the wave evolution. At large 

amplitudes, mode-coupling is observed and forms the focus of this study. The wave­

particle interactions are very similar to those in beam-plasma systems. However, 

the slow wave structure of the TWT stays linear for all wave amplitudes reached 

and does not introduce noise. The precise wave evolution can thus be obtained by 

launching a specified waveform, allowing it to interact with the beam, and analyzing 

the received waveform. Two cases are considered. 

To study the "weak warm beam instability", a broad spectrum of waves on 

a warm beam is launched. At saturation, significant mode-coupling results in wave 

correlations smaller than 0.5 with their launch values. Experimentally each wave is 

separated into two components: one component proportional to the launch amplitude 

and the other due to mode-coupling. The mode-coupling component growth rate is 
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about three times larger than the ensemble-averaged wave growth rate, which is 

in agreement with a four-wave coupling model. Strongest coupling occurs between 

waves whose wavelengths match within about a turbulent trapping length. In the 

linear regime, the measured ensemble-averaged wave growth rates and beam velocity 

diffusion rates agree reasonably with quasilinear and resonance-broadening theory; 

in the nonlinear regime up to saturation, the discrepancies are larger. 

To study the "sideband instability", both a large amplitude wave that traps 

a cold electron beam and two small amplitude sidebands are launched. For a range 

of sideband frequencies, mode-coupling results in phase-locking between the side­

bands, characterized by the "modulational phase". These two growing sidebands 

can be interpreted as a single normal mode of the Kruer, Dawson, Sudan macro­

particle model. The measured sideband growth rates, wavenumber shifts, modu­

lational phase and amplitude ratio qualitatively agree with the model. However, 

quantitative agreement is found only with computer simulations that follow the full 

phase-space distribution of the particles. Therefore the discrepancies are due to the 

simplicity of the model. 

xv 



Chapter 1 

Overview and Summary 

This dissertation describes experiments on nonlinear wave-particle interac­

tions on a traveling wave tube (TWT). In these interactions, one or more waves mod­

ify the motions of energetic beam particles, and these perturbations in the beam then 

affect the evolution of the waves. At large amplitudes, the waves become coupled 

through the nonlinear motion of the beam particles. These wave-particle interactions 

are very similar to those that occur in beam-plasma systems. The TWT experiments 

focus on the characteristics and effects of these mode-couplings for two cases: the 

"weak warm beam instability" and the "sideband instability". 

Traveling Wave Tube 

A traveling wave tube (TWT) [48] is a device where waves propagate along a 

helical slow wave structure and interact with an electron beam streaming along the 

axis. For small beam currents, the equations describing the dynamics are identical 

to the equations of a one-dimensional beam interacting with waves on a plasma, 

where the plasma is approximated as a dielectric [16, 62]. For larger beam currents, 

expressions for the beam space-charge need to be included [62]. 

The TWT offers advantages over beam-plasma experiments for studying 

wave-beam interactions and comparing them to theory. Since the slow wave structure 

1 



2 

is inherently linear, wave-beam interactions are the only sources of nonlinearities in 

a TWT. In beam-plasma experiments, there may be additional nonlinearities that 

complicate the interpretation of the results. In our TWT the background noise 

level is smaller than the wave saturation level by about 55 dB. Therefore we can 

launch waves at larger than noise level, so that their known amplitudes and phases 

completely determine the initial condition and the subsequent evolution of the wave­

beam interaction. We study the spatial evolution of the instability for this particular 

initial condition by detecting the wave signal at different positions in the interaction 

region. By launching different waveforms in successive experiments we may perform 

controlled ensemble-averages. 

We launch these waves as a waveform of period T generated with an arbitrary 

waveform generator. Amplitudes and phases of the Fourier modes of this waveform 

can be chosen arbitrarily. For example, we can choose the amplitudes to be a smooth 

function of frequency and the phases to be random between 0 and 2ir in order to 

create broadband "noise"; or we can choose the spectrum to consist of a carrier and 

two sidebands to create a frequency or amplitude modulated wave. In chapter 2 we · 

describe the TWT and the experimental setup in detail. 

Wave-Particle Interaction 

When an electron beam is injected into a plasma, electrostatic waves can grow 

at the expense of the kinetic energy of the beam. Strong interaction between a beam 

electron and a wave occurs if both travel at the same speed, i.e. if w = kwv, where vis 

the velocity of the electron and w is the angular frequency and kw the wavenumber of 

the wave. Depending on the phase of the wave electric field in the electron frame, the 

beam electron is accelerated or decelerated. The resonant exchange of energy leads 

to exponential wave growth (at a rate k~) until the electric field amplitude is large 
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enough to react back on the beam, turning the instability off within approximately

another growth length, k 1. Depending on the width of the spectrum at the onset

of the nonlinear region, two different saturation mechanisms are possible.

Weak Warm Beam Instability

Tithe electron beam is warm [46], a wide range of waves with phase velocities

on the positive slope of the beam distribution becomes unstable and grows at the

expense of the beam kinetic energy. Then at the onset of the nonlinear region,

the beam electrons interact with waves over a wide range of phase velocities and

any given beam electron sees the phase of the electric field change sign many times

within one growth length. One expects and finds velocity diffusion of the beam.

The diffusion decreases the slope of the velocity distribution, thereby turning the

instability off. The condition that the electric field changes sign many times within

one growth length is given by the requirement that the autocorrelation length', /tic,

is much shorter than the growth length,

In the TWT experiment we observe strong mode-coupling, to the extent

that adjacent modes can evolve very differently from one another. We describe the

properties of the mode-coupling statistically and find that at saturation the waves

have a correlation of less than 0.5 with their launch values. Further, the kurtosis

of the waveform changes from near zero (corresponding to a Gaussian distribution)

to about -0.6 at saturation, which can be interpreted as developing a frequency-

modulated waveform. We also investigate the mode-coupling with "test-modes". A

Fourier mode is considered a test-mode if changing its initial amplitude by 100% has

'The autocorrelation length is approximately the distance over which the phases of two waves
of the spectrum seen in the frame of a beam electron change by r relative to one another.
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negligible effect on the evolution of all the other modes. We decompose the received

test-mode into a component T that depends linearly on the launched (transmitted)

test mode and a second component S that accounts for the power scattered from all

other modes. The properties of the scattered and the transmitted component agree

with the predictions of a a four-wave coupling model [53] until close to saturation:

the scatter components have growth rates about three times larger than the average

wave growth rates and the strongest coupling between waves occurs if their wave

numbers match within the inverse turbulent trapping length.

We measure the ensemble-averaged growth rates of the waves and compare

them to "quasilinear" (QL) theory [18, 67] and Dupree's "resonance-broadened"

(RB) version [20]. In the linear regime, we find good agreement with the predictions

of quasilinear theory and resonance-broadening theory. In the nonlinear regime the

velocity distribution changes. For low phase velocities the measured growth rates

approximately agree with both theoretical predictions; at phase velocities corre-

sponding to the center of the beam, the measured growth rates agree better with

RB theory, but are still larger. The growth rate measurements have large errors due

to incomplete phase-mixing and space-charge effects at high phase velocities and

inhomogeneities of the slow wave structure at low phase velocities.

We also measure the diffusion of the beam. For cold test beams, we find

good agreement between the measured and calculated diffusion rates. For the self-

consistent evolution of the warm beam, the agreement is only qualitative, with in-

creased diffusion at both velocity ends of the beam distribution. We describe all

measurements in chapter 3.
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Sideband Instability

If the electron beam is cold [46], the bandwidth of unstable waves is small

and the spectrum of growing waves narrows over a few growth lengths. Then at

the onset of the nonlinear regime, the beam electrons interact with an essentially

monochromatic wave. This wave saturates by trapping a fraction of the beam elec-

trons, and further net energy transfer from the beam to the wave is impossible. Some

energy, however, can be traded back and forth between the wave and the trapped

electrons bouncing in the potential of the wave. In order to observe such trapping

oscillations it is necessary that the autocorrelation length, lac, is much longer than

the growth length, kr1,

lac < (1.2)

In chapter 3 we investigate the "sideband instability" [69] that can result

from such a trapped electron state. In this instability nearby waves can become un-

stable if their frequencies, co, Doppler-shifted into the frame of the trapped electrons,

approximately equal the bounce frequency, LaB, of the electrons:

co — --coT +4013kT
(1.3)

Here k is the wavenumber of a sideband, and ky. and tn. are the wavenumber and

frequency of the trapping wave. Two sidebands, one with higher, the other with

lower phase velocity than the trapping wave can become unstable.

Our study focuses on the sideband instability in the limit of small sideband

amplitudes. We consider two cases: with and without residual trapping oscillations

of the trapping wave amplitude. We find that the initial evolution of these sidebands

depends on their initial phases and amplitudes relative to one another. However,

a particular phase and amplitude relationship between the sidebands arises that is

independent of their initial values. This occurs after some transition period of about
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one trapping length, v/coB, but only for a range of sideband frequencies. We measure

the sideband growth rates, wavenumber shifts, amplitude ratio and phase relationship

for different amplitudes of the trapping wave and in different regimes of the helix

dispersion. We compare our results with predictions of the macro-particle model by

Kruer, Dawson and Sudan [37], modified by Morales [43]. This theory approximates

the trapped particle distribution with a macro-particle and predicts unstable "normal

modes" formed by a linear combination of upper and lower sideband. Even in regions

where the group velocity of the helix dispersion is approximately constant, agreement

between the sideband measurements and the model predictions is only qualitative.

In regions where the group velocity changes significantly, no coupling is found, in

contrast to the macro-particle model. We find agreement between our measurements

and computer simulations that follow the full motions of beam electrons. Therefore

we conclude that the discrepancies are due to the simplicity of the macro-particle

model.



Chapter 2 

The Traveling Wave Tube 

This chapter describes the experimental apparatus and reviews the linear 

theories for cold and warm electron beams interacting with the waves on the slow 

wave structure. It then describes the measurements of the linear parameters used 

for characterizing the waves on the slow wave structure, the electron beam and the 

interaction between the waves and electron beam. In the last section we show that 

the measured wavenumbers and growth rates of the growing waves agree well with 

the calculated values for both the cold and the warm beam. More details of the 

apparatus and its parameters can be found in [16] and [62] and in appendix A. 

2.1 Apparatus 

Figure 2.1 shows a schematic diagram of the apparatus: a custom-made 

traveling wave tube (TWT) [48]. It consists of three main elements: a slow wave 

structure formed by a helix with axially movable antennae, an electron gun with a 

velocity spreader, and an electron beam analyzer. The electron gun emits a beam 

with a variable spread of axial velocities along the axis of the slow wave structure. 

Waves are launched with an antenna at the end of the slow wave structure closest 

to the electron gun, travel along the slow wave structure, and continuously interact 

with the electron beam. They are detected with a movable probe and the changes 

7 
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Figure 2.1: Schematic of the traveling wave tube. 

of the electron beam distribution are measured with the velocity analyzer. 

The slow wave structure consists of a 2.7 m long wire helix composed of 0.51 

mm diameter Beryllium-Copper wire glued to four supporting alumina rods outside 

the helix. The pitch of the helix is 0.79 mm and its outside diameter is 22.l mm. 

The launched waves travel along the helix wire with the speed of light; their phase 

velocities along the axis of the helix are smaller by approximately the ratio of the 

pitch to the helix circumference of 0.011 and between 3.5x106 m/s and 5.5x106 m/s. 

At both ends of the helix, resistive terminations reduce the reflections of the waves. 

The maximal VSWR is 1.26 due to residual end reflections and irregularities of the 

helix. Since the backward-traveling waves are far from resonance with the electrons, 

their effect on the instabilities is neglected. The usable length of the helix is 2.35 m. 

The whole assembly is fitted in a glass vacuum tube which in turn is placed along 

the axis of a lengthwise slotted cylindrical waveguide of 76 mm inner diameter. In 

the cylinder but outside the glass tube, four axially movable capacitative antennae 
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can excite or detect helix modes in the frequency range from 5 to 95 MHz. Only the 

helix modes are launched, since waveguide modes can only propagate above 3.0 GHz. 

These helix modes have electric field components along the axis of the helix. Their 

radial structure is shown by Dimonte and Malmberg [16]. The helix is with about 

20 e-folding lengths of linear wave growth much longer than commercially available 

TWTs, thus allowing measurements of the evolution of launched waves well into the 

nonlinear regime. 

A Pierce-type electron gun is mounted on the front end of the helix. The 

indirectly heated dispenser cathode is biased at the cathode potential v;,. The Pierce 

electrode is biased at a slightly more negative potential, v;,, to obtain an electron 

beam with constant density across its radius. Once every 60th of a second an 80 

µs beam is obtained by pulsing the anode from a retarding voltage more negative 

then v;, to a voltage less negative. The voltage difference between the cathode and 

the anode regulates the beam current. The beam is pulsed so that ions created from 

the residual background gas do not accumulate and eventually neutralize the beam. 

Beam currents, h, up to 250 µA and maximal cathode voltages, v;,, up to 300 V 

can be set independently. The resulting beam velocities cover the range of phase 

velocities of the helix modes. 

A velocity spreader between the electron gun and the helix can widen the 

axial velocity distribution of the beam. It consists of three wire grids that are biased 

independently to the voltages V.1 , V.2 and V.3 • Typically the center grid V.2 is 

biased to +1800 V and the neighboring grids are grounded, i.e. V.1 = V.3 = 0 V. 

The electrons non-adiabatically scatter some of their axial velocity into perpendicular 

velocity due to the strong electric field close to the wires of the central grid. Only 

the axial velocity distribution is relevant for the ensuing wave-particle interaction 

since the cyclotron frequency of the electrons is with 1.18 GHz much higher than 
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other frequencies pertaining to the experiment. Thus a one-dimensional description 

of the wave-beam interaction is sufficient. 

At the back end of the helix, most of the electrons are collected on the bi­

ased ( +230V) front collector of a velocity analyzer. A small fraction (0.5%) of the 

electrons passes through a hole in the center of the front collector, passes through 

a discriminator ring, and is collected at the biased ( +230V) back collector. By 

applying a negative voltage to the discriminator and measuring the back collector 

current versus the discriminator voltage, Y;i, the integrated time-averaged axial ve­

locity distribution is measured, from which the velocity distribution function can be 

determined by analog or computational differentiation. The rf part of the velocity 

distribution function cannot be measured, because the electrons loose their phase 

relationship with the waves in the drift region between the end of the helix and the 

analyzer. 

The electron gun, velocity spreader, helix and velocity analyzer are under 

vacuum. The pump pressure at the ion-pump is 7. x 10-s torr; the pressure at the 

center of the tube is approximately 10-6 torr. The whole apparatus is immersed in a 

strong axial magnetic field of B.=0.042 T. This field confines the electrons radially 

to the center of the tube. Two correction coils provide perpendicular magnetic fields 

Bx and By to control the tilt of the electron beam with respect to the axis of the 

helix. 

2.2 Operation and Measurements 

Waves of various frequencies are launched at the end of the wave-beam in­

teraction region closest to the electron gun and their spatial evolution is measured 

as they propagate along the helix and interact with the electron beam. In a TWT 

the background noise level is much smaller than the wave saturation level ( ~ 55 
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dB). Therefore we can launch waves at larger than noise levels and completely de­

termine the initial condition of the wave-beam interaction and are still left with a 

large dynamic range extending from the linear into the strongly nonlinear regime. 

This is in contrast to typical beam plasma experiments where the noise level (due 

to ions, for example) is large and not much smaller than the saturation level. We 

create and repeatedly transmit the launched waveform with an arbitrary function 

generator. This allows us to study the spatial wave-beam interaction for precisely 

and completely defined initial conditions, in analogy to the temporal evolution of 

the interaction often investigated in computer simulations and theories. 

Figure 2.2 shows the schematic diagram of the experimental setup to measure 

the spatial evolution of the waves. It has three main components: a transmitter 

section consisting of an arbitrary function generator (AFG) and transmitter circuit, 

a receiver section consisting of the receiver circuit and a digital sampling oscilloscope 

(DSO ), and a computer where the launched waveform is defined and the received 

waveform is analyzed and stored. 

The launched waveforms are designed in the computer. The number of wave-
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points, N, that constitute the waveform is a power of 2 to be able to use most effective 

Fast Fourier Transform (FFT) techniques. For sideband experiments N = 256, i.e. 

the waveform has N/2 = 128 possible Fourier modes; for most weak warm beam 

experiments N = 4096, i.e. the waveform has 2048 Fourier modes. In order to 

create a waveform V(z = 0, t) that is to be launched at position z = 0, we specify 

the values of the complex amplitudes (amplitudes and phases) Vw(z = 0) of all the 

Fourier modes. In the following we will use the convention that I Vw(z = 0) I is the 

amplitude of the wave potential at frequency w/27r. 

The spectrum is modified for the combined frequency-dependent coupling co­

efficients, c:;, of the transmitter circuit and the transmitter antenna. We determine 

the coupling coefficients of the transmitter circuit by measuring the response of the 

circuit to a short <5-function pulse at its input. These coefficients are complex because 

of the phase shifts caused by the rf-filters in the transmitter circuit. The coupling 

coefficients of the transmitter antenna are determined from a standard three-probe 

measurement [40]. The combined accuracy of this calibration is about 7r /16 in phase 

and 3 dB in amplitude. The waveform created by the FFT of the modified spectrum 

is then scaled and discretized to fully utilize the 8 bit vertical resolution of the AFG. 

The discretized version of the waveform is loaded into the memory of the 

AFG, then sent to an internal digital-to-analog converter at a rate of fc1ock = 120 

MHz. Thus for sideband experiments the waveform is N/ /clock= 2.lµs long and for 

weak warm-beam experiments the waveform is 34.lµs long. The finite bit resolution 

and nonlinearities associated with slew-rates create unwanted Fourier modes in the 

spectrum. They are approximately 45 dB below the amplitude of the largest mode. 

The highest frequency that can be generated is 60 MHz. In order to launch waves 

with frequencies in the 30 - 80 MHz region of interest, the output signal of the AFG 

is homodyned in a rf mixer with the /horn= 86 MHz signal of a local oscillator (LO). 



13 

A bandpass filter (BP) is used to selects the frequencies lower than the homodyne 

frequency. The signal is then amplified and launched from the transmitter antenna 

at the beginning of the interaction region at z = o: 
The wave signal is detected with a computer-positioned receiver antenna, 

amplified and again homodyned with the same LO. The signal is lowpass-limited 

(LP) to frequencies smaller than the Nyquist frequency, /clock/2, then sampled by 

the DSO. The DSO has a vertical resolution of 8 bits, its sampling clock is locked to 

the clock of the AFG. The detected waveform is read and stored by the computer. 

A FFT of the waveform yields the complex amplitudes of the spectrum. 

Because the clocks of the AFG and the DSO are phase-locked and the same LO is 

used for the transmitter and the receiver circuit, the Fourier modes of the received 

waveform are directly related to the corresponding Fourier modes of the transmitted 

waveform. The received spectrum is modified for the measured combined coupling 

coefficients, C~c, of the receiver circuit and the receiver antenna. The output of the 

computer, V..,(z), are the measured complex Fourier amplitudes of the wave potentials 

in the traveling wave tube at position z, with an accuracy of about 3 dB in amplitude 

and 7r /16 in phase. 

The timing sequence of the experiments is such that the output of the wave­

form is started 10 µs before the beam pulse, and then repeated continuously through­

out the duration of the beam. This is necessary because the measurement of the 

velocity distribution capacitively averages over 20µs. About 20µs into the beam 

pulse, the beam has stabilized and wave transients have died away. 40µs into the 

beam pulse, the DSO starts reading in the number of wavepoints of the waveform 

transmitted by the AFG. We increase the signal-to-noise ratio in the receiver circuit 

to about 55 dB by averaging the detected waveform over 100 beam pulses. This also 

increases the bit resolution of the DSO by about 1 bit due to dithering. 
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In our experiments on the sideband instability we apply an additional de 

electric field to the beam electrons. This is done by grounding the helix on the 

gun side and applying a voltage to it on the velocity analyzer end. Since the heat 

dissipation in the helix can lead to deterioration, the voltage is pulsed on only for 

the duration of the beam. 

The whole process is repeated at different positions of the receiver antenna. 

The spatial localability of the antenna is 2 mm over the length of the helix. The dig­

itized waveform and the antenna position are stored in the computer. By measuring 

the spectrum densely in space (every 5 mm) we can obtain a complete picture of the 

evolution of all the mode amplitudes Vw(z) for the chosen initial waveform. 

In most experiments, we simulate the effects of a directional coupler in or­

der to remove the backward wave component (which causes spatial oscillations of 

the modes at half their wavelengths) from the obtained data. This is done by re­

placing the complex Fourier amplitude of each mode Vw(z) at each position by a 

weighted average of its Fourier amplitudes at a quarter wavelength (about 15 mm) 

to both sides of the antenna position. In simulations with fake data we find that for 

typically encountered growth rates the calculated amplitude agrees with the actual 

amplitude within .5 dB if the spectrum has been measured at at least 12 positions 

per wavelength. This requirement is fulfilled for all the wave frequencies of interest 

by measuring the waveforms every 5 mm. 

We calculate the local real and imaginary part of the wavenumber kw(z) = 
k:(z)-ik~(z) of each mode from the spatial evolution of its complex wave potential 

Vw(z). As was mentioned above, the waveform is read in at the same time with 

respect to the launching of the waveform at all probe positions z. Therefore the 

measured complex amplitude of one Fourier mode Vw(z) has a spatial dependence 
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given by: 

Vw(z) - I Vw(z) I ei<Pw(z), (2.1) 

with I Vw(z) I - I Vw(z=O) I ef,'dz'k~(z'), (2.2) 

</>w(z) - lo• dz'k:(z') + </>~. (2.3) 

</>~ is the phase at z = 0. We measure the "local" growth rate k~(z) by fitting a 

straight line to the spatial evolution of the logarithm of the magnitude I Vw ( z) I of 

the wave potential in some region around z. We measure the "local" wavenumber 

k:( z) by fitting a straight line to the phase of the Fourier mode, <Pw( z ), in some region 

around z. In both cases, the fit region is typically 0.25 m long, which corresponds 

to 2-5 wavelengths. Often we will be interested in the "phase shift", 8</>w( z ). This is 

the phase change of the Fourier mode amplitude that is caused by the interaction of 

the wave with the electron beam. We define it as: 

8</>w(z) = </>w(z)- loz dz'k~r(z') (2.4) 

k~r(z) is the local wavenumber of the beamless helix. We will also be interested in 

the "wavenumber shift"' 8k:(z), which is obtained by taken the slope of a straight 

line fit to the phase shift. It is defined as 

(2.5) 

Equation (2.5) anticipates that the wavenumber of waves on the helix can be depen­

dent on z. As shown in appendix A we indeed find this to be the case for our helix. 

There we show that in the second half of the helix, the wavenumber decreases by 

about 1 % and the damping rate increases by about 50% compared to the first half. 

2.3 Linear Theory 

The linear theory of the TWT is given for the two cases of a weak mono­

energetic electron beam and a weak warm electron beam interacting with a single 
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wave on the slow wave structure. We follow Pierce [48] and Tsunoda [62] in their 

treatment of the cold beam and Tsunoda [64] in his treatment of the warm beam. 

2.3.1 Cold Electron Beam 

The linear theory of the interaction of a mono-energetic electron beam with 

a wave on the slow wave structure assumes that the changes in electron velocity 

v( z, t) - u0 and in beam charge density p( z, t) - p0 are small compared to the initial 

velocity u0 = J2e V0 /m and initial charge density p0 • 

An electron experiences the electric field Eh(z, t) of the helix waves and the 

smaller space-charge ("Coulomb") field E'c(z, t) created by all the other electrons of 

the beam. Because of the strong guiding magnetic field, the axial motion is decou­

pled from the perpendicular motion and a one-dimensional description is possible. 

Newton's equation for the acceleration along the axis of the slow wave structure gives 

ddv = --=-(Eh(z, t) + E'c(z, t)), 
t m 

(2.6) 

where -e is the electron charge and m is the electron mass. Here we have assumed 

azimuthal symmetry. We neglect the radial dependence because both fields are 

constant to within 15% across the beam radius (see [16] for plots of the electric fields 

of the helix modes). 

The evolution of the helix waves, Vh(z, t) = HV..'.'eikwz-iwt + c.c.}, is found 

by representing the slow wave structure with a one-dimensional transmission line [7]: 

d2V..'.' ( o )2 o ( ) dz 2 + k"' V"' = wZwkwAbPw r = 0, z (2.7) 

With the helix electric field given by 

Eh( ) = _ 8Vh(z, t) 
z,t 8z (2.8) 

we obtain 

(2.9) 
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where we have lumped all quantities pertaining to the helix into a "helix dielectric" 

defined by: 
ko2 _ k2 

h( k ) - w w 
E w, w = 1.llk2Z A 

foWYt:W w w b 
(2.10) 

Zw is the interaction impedance that describes the coupling of the beam modes to 

the space-charge modes. In lossy structures it has a small imaginary component, 

which can be neglected [48]. Its real part is given by 

(2.11) 

where (I E; 12) A is the square of the axial electric field averaged over the area of the 
b . 

beam, Ab = 7rr~; Pw is the total wave power, both in the absence of the beam. Rw 

decreases with frequency because the helix modes become increasingly peaked at the 

helix [16]. 

The space-charge electric field can be calculated from Poisson's equation. 

(a
2
v•c(r)w 1 av.:c(r) - k2vsc( )) = - ( ) 

to a 2 + a w w r Pw r r r r 
(2.12) 

Following [6] we model the slow wave structure as a conducting cylinder of the same 

radius a as the helix. Since both the space-charge field and the helix field are almost 

constant over the beam cross-section, also the charge density Pw is approximately 

independent of radius and we find: 

(2.13) 

(2.14) 

Pq is called the "plasma frequency reduction factor"; in our experiments it is smaller 

than 0.1. The expression for Pq is approximate because of our neglect of the radial 

dependence of the beam charge density, but is independent from the beam dynamics 

and is therefore applicable to cold and warm beams. 
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For the linear theory of the cold beam we obtain the beam dynamics from 

linearizing the continuity equation for the charge density p(r = 0, z, t). 

- iwpw + ikwUoPw + ikw(v - uo)po = 0 (2.15) 

Combining equations (2.6) to (2.15) we then obtain the dispersion relation for waves 

on the helix for a cold beam. 

(2.16) 

where wP is the beam plasma frequency, given by: 

2 -epo 
w =--

p Eom 
(2.17) 

2.3.2 Warm Electron Beam 

The linear theory of the interaction of a monochromatic wave with a warm 

electron beam on a slow wave structure is obtained by linearizing the Vlasov equa-

tion for the perturbations of the axial velocity distribution function rather than the 

continuity equation as in the cold beam case. 

The evolution of the electron beam is given by the one-dimensional Vlasov 

equation for the electron velocity distribution function, f(v, z, t), where the electric 

field is again the sum of the helix wave field Eh(z, t) and the space-charge field 

E'c(z, t): 
8f 8f -e h SC 8f 
-
8 

+ v-
8 

+ -(E (z, t) + E (z, t))-
8 

= 0. 
t z m v 

(2.18) 

With the convention f( v, z, t) = fo( v) + !Uw( v )eikwz-iwt + c.c) we obtain for the 

linearized version: 

( . . k )f -e(Eh E'c)8fo 0 -zw + zv w Jw + - w + w -
8 

= . 
m v 

(2.19) 

We can still use equation (2.9) for the generation of the helix electric field and 

equation (2.13) for the generation of the space-charge field with the charge density 
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given by 
-eno [00 

Pw =~Jo dvfw(v), (2.20) 

where n0 is the axial electron density. 

Combining equations (2.9), (2.13) and (2.19) we find for the dispersion rela-

tion for a warm beam: 

whereHq(w) 

(2.21) 

(2.22) 

The term Hq(w) is the space-charge contribution. Except near regions where &f0 /&v 

is large this term can be neglected as will be shown in section 2.5.2. The velocity 

integration is done along the Landau-contour C. For a cold beam this expression 

reduces to the linear dispersion relation (2.16). 

Neglecting space-charge and assuming a very weak warm beam, i.e. for al­

most vanishing growth rates k~/k: « 1, one finds the familiar Landau solutions: 

k' _ kor 
w w 

2.4 Linear Properties 

(2.23) 

(2.24) 

(2.25) 

In this section we describe the measurements of the parameters that char-

acterize the helix waves and the electron beam. This is a review of the techniques 

presented in detail in [16] and [62]. 

Figure 2.3 shows a plot of the measured and theoretical helix dispersion. 

It has a shape similar to Gould-Trivelpiece modes of electrostatic plasma waves 

confined in a conducting cylinder [61]. The measured wavenumbers are determined 
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as described in section 2.2. They are the average values over the first half of the helix. 

Appendix A discusses the local wavenumbers and damping rates. The theoretical 

dispersion is calculated assuming the Pierce sheath helix model [48] and assuming 

that the shell-like region of the alumina rods can be modeled by an effective dielectric 

constant [62]. The measurements are within 0.25% of the corresponding theoretical 

values. In addition, the dashed line in figure 2.3 shows the calculated phase velocity 

v~h = w/k~r of a wave of frequency w/27r in the absence of the beam; the dotted 

line shows the calculated group velocity vf!,r = dJ.,; / dk~r. In chapter 4 the measured 

growth rates and wavenumber shifts will often be shown versus phase velocity rather 

than versus frequency or wavenumber. 
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Figure 2.3: Helix dispersion without a beam. The solid line is the theoretical 
calculation and the crosses are the measured average wavenumbers, k~r, in the first 
half of the helix. The dashed line is the calculated phase velocity, v~h, the dotted 
line is the calculated group velocity, vf!,r. 

The waves on the beamless helix are damped, possibly due to dissipation 
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from the glue that connects the helix to the alumina rods. The damping rate, -k~i, 

is determined by measuring the wave power versus distance. It is shown in appendix 

A in figure A.2. At 40 MHz, the attenuation over the entire length of the interaction 

region is 4.0 dB; at 60 MHz, it is 9.2 dB. 

There are several methods to measure the beam velocity. First, for sufficiently 

weak cold beams of high enough velocity u0 so that there is no beam-helix interaction 

(i.e. for u0 ~5.5x106 m/s), one can measure the beam dispersion and infer the beam 

velocity. Second, for interacting beams, one can measure the beam velocity using 

the Kompfner dip technique [34, 29]. Both measurements agree with one another 

within the experimental uncertainties of 4.0%. The results are used for calibrating 

the cathode: the actual beam voltage is found to be about 1.6 V smaller than the 

applied voltage V,,. 

The measured beam velocity distribution function of the cold beam {i.e. when 

the velocity spreader grids are grounded) has a half-width of about 0.4 V. This spread 

is probably due to the inhomogeneous electric and magnetic fields in the region of 

the cathode. 

The interaction impedance is measured using the Kompfner dip technique 

[34, 29]. Its theoretical values are calculated using equation {2.11) and the normal 

helix modes calculated in [16]. Figure 2.4 shows a plot of the measured and the 

theoretical impedance. The measurements are within 4.0% of the theoretical values. 

The interaction impedance decreases with decreasing phase velocity (increasing fre­

quency) because the helix normal modes become increasingly peaked near the helix 

wires. 

We determine the space-charge factor Pq from the measured dispersion of 

small cold beams of high enough velocity u0 , so that they are not interacting with 

the helix normal modes. Then I fh{w, k..,) I~ 1 and the cold beam dispersion relation 
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Figure 2.4: Interaction impedance versus phase velocity. The line is the theoretical 
calculation and the crosses are the measured values. 
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Figure 2.5: Plasma frequency reduction factor. The solid line is given by equation 
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fit to the experimental data, given by equations (2.27) and (2.28). k is the average 
wavenumber of the slower and the faster space-charge mode. 
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(2.16) simplifies to: 

(2.26) 

where the origin of the name of P9 becomes obvious. One can extract P9 from the 

beat pattern of the observed slow and fast space-charge mode. In figure 2.5 its values 

are shown for a few beams with different velocities and densities and compared with 

the predictions based on (2.14). The observed discrepancy is probably due to the 

assumptions of a flat density profile. In all following calculations of this dissertation 

we approximate the space-charge parameter P9 by the following expression: 

1 
(2.27) 

1 + ("Y(krb))2 
kr;-

"Y( krb) = 1.2 krb + 0.69 (2.28) 

This fit is shown as a dashed line in figure 2.5. 

2.5 Linear Dispersion 

In this section the measured linear dispersion of the growing mode of a cold 

beam and a warm beam are compared with the values calculated from the measured 

beam properties. Good agreement is found in both cases, justifying the approxi-

mations made in treating the wave-beam interaction on a traveling wave tube as a 

coupled transmission line problem. 

2.5.1 Cold Beam Dispersion 

Figure 2.6 compares the measured dispersion of a single wave on a cold beam 

with the solutions of the cold beam dispersion relation (2.16) and with the solutions 

of the warm beam dispersion relation (2.21) for the measured velocity distribution 

of the cold beam. For wave phase velocities where we observe wave growth, we 

find good agreement of the measured growth rate and wavenumber shift with the 
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Figure 2.6: Cold beam dispersion: a) growth rate, b) wavenumber shifts, c) beam 
velocity distribution for Vo= 57.lV and h = 4.7µA. The solid line is the growing, 
the dotted line is the damped root of the cold beam dispersion relation (2.16). The 
dashed line is the found root of the warm beam dispersion relation (2.21) for the 
measured velocity distribution. The crosses are obtained from fitting a superposition 
of two waves to the experimental data; the diamonds are straight line fits to the 
measured amplitude evolution. 
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growing solution of the dispersion relation. For wave phase velocities where we 

observe damping, we find good agreement with the damped solution of the dispersion 

relation. The roots of both dispersion relations, cold and warm, agree well with one 

another. 

We measure the growth rate of a wave - as described before - by fitting a 

straight line to the logarithm of the wave amplitude near the end of the interaction 

region between z = 1.5 m and z = 2.3 m. The thus obtained growth rates for 

different phase velocities are shown as diamonds in figure 2.6a. For phase velocities 

larger than the velocity of the beam, this method is not useful since two normal 

modes of the cold-beam-helix system of comparable amplitude are being excited 

that result in a spatial beat pattern. In this case we fit the spatial evolution of 

the complex amplitude to the superposition of two exponentially growing waves of 

different amplitudes, growth rates, wavenumbers and initial phases. The growth rates 

of the waves with the larger amplitude (as a result of the fit) are shown as crosses 

in figure 2.6. This fit procedure yields the wavenumber shift of the growing normal 

mode, in addition to the growth rate. It is shown in figure 2.6b. In both cases the 

fits are done in the second half of the interaction region where the wavenumbers and 

damping rates of the beamless helix are approximately spatially constant (appendix 

A). 

We numerically find the roots of the cold beam dispersion relation (2.16) for 

the measured beam velocity u0 , the measured beam plasma frequency Wb and the 

plasma frequency reduction factor, Pq. For each frequency w, it has three forward­

propagating roots, that are characterized by a certain growth rate and wavenumber 

shift. In general we find a growing root, a non-growing root and a damped root. In 

figure 2.6 we only plot the two roots that we experimentally observe, the growing root 

and the damped root. For phase velocities for which the wave grows (v~h > 4.15 x 
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106m/s ), we find good agreement between our experimentally measured growth rates 

and wavenumber shifts and the growing root of the cold beam dispersion relation 

(shown as a solid line). For phase velocities for which the wave damps (v~h < 

4.15 x 106m/s), we find good agreement with the damped root (shown as a dotted 

line). We probably observe the damped root rather than the non-growing root, 

because the non-growing root would require larger values of the wavenumber shift 

and is therefore not excited as strongly as the damped root. 

We can also find the roots of the warm beam dispersion relation (2.21) for 

the measured velocity distribution of the cold beam by numerical integration. The 

found root can be easily identified and agrees well with a root of the cold beam 

dispersion relation. The measured distribution is shown in figure 2.6c. In general 

our numerical scheme for finding the roots of the warm beam dispersion (2.21) finds 

only one forward propagating root. The roots of adjacent frequencies (corresponding 

phase velocities are plotted) do not necessarily correspond to the same branch of the 

dispersion relation. In figure 2.6a,b we connect the found roots with a dashed line. 

At about v~h ~ 4.15 x 106 m/s a branch jump occurs. For higher phase velocities 

the growing root of the cold beam dispersion is found, for smaller phase velocities 

the damped root is found. In both cases we find good agreement between the values 

of the roots of the cold beam dispersion and the warm beam dispersion, thereby 

confirming that a 6-function is a good approximation of the experimental cold beam. 

2.5.2 Warm Beam Dispersion 

Figure 2.7 compares the measured dispersion of a single wave on a warm 

beam with the solutions of the warm beam dispersion relation (2.21) for the mea­

sured velocity distribution. We observe good agreement between the experimentally 

observed growth rates and wavenumber shifts and the found root of the dispersion 

relation. At lower phase velocities the Landau-approximation and the neglect of the 
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Figure 2.7: Warm beam dispersion: a) growth rate, b) wavenumber shifts, c) 
beam velocity distribution for Vc = 65.V, lb = SOµA, V.1 = 40V, V.2 = lSOOV 
and V.3 = OV. The solid line is the solution of equation (2.21 ), the dashed line is 
the Landau approximation (2.23), the dotted line is the solution of equation (2.21) 
neglecting Hq. The crosses are the results of a two-wave-fit to the data and the 
diamonds are the results of fitting a straight line to the wave amplitude. 
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space-charge contribution are good approximations. 

Figure 2.7a and b show the measured and the calculated growth rates and 

wavenumber shifts of the growing wave on a warm beam. The measured growth rates 

are obtained by fitting a straight line to the measured amplitude evolution (shown 

as diamonds) and by fitting a superposition of two waves to the evolution of the 

complex amplitudes (shown as crosses) between z = 1.5 m and z = 2.3 m. For phase 

velocities larger than the largest velocity of the beam ( 4.9 x 106m/s) a beat pattern 

is observed and a straight line fit to the amplitude is not possible. 

We find the roots of the warm beam dispersion relation (2.21) by numerical 

integration over the measured velocity distribution, shown in figure 2. 7c. For all 

phase velocities we find only one root which are connected by a solid line in figure 

2.7a and b. They agree well with the measured growth rates and wavenumber shifts. 

For comparison the growth rates and wavenumber shifts of the Landau approximation 

(equations (2.23)) are shown as a dashed line. Its predictions approximately agree 

with the roots of the dispersion relation at phase velocities smaller than 4.2x106 m/s. 

The dotted line in figure 2.7a,b shows the roots of the warm beam dispersion 

when we neglect the space-charge contribution H •. The obtained roots disagree with 

the previously obtained roots for phase velocities larger than 4.2 x 106m/s. This is 

further elucidated in figure 2.8. There the calculated space-charge term is shown 

for different phase velocities. It can be seen that the approximation that H. be 

much smaller than unity breaks down near the edge of the velocity distribution 

function, i.e. for v~h > 4.5 x 106 m/s. So we conclude that neglecting space­

charge contributions and using the Landau approximation are only justified at low 

phase velocities (v~h < 4.2 x 106 m/s for this case) far from the edge of the velocity 

distribution function. 
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Figure 2.8: Space-charge contribution Hq for the solutions of the warm beam dis­
persion shown in figure 2.7, calculated from equation (2.22). 



Chapter 3 

Weak Warm Beam Instability 

3.1 Introduction 

This chapter describes the nonlinear saturation of a broad spectrum of waves 

excited by a warm electron beam on a traveling wave tube. We observe significant 

mode-coupling between the Fourier modes of the spectrum well before saturation, 

and we find that the properties of this mode-coupling are consistent with a four­

wave coupling model. We also investigate ensemble-averaged quantities, such as the 

growth rates of the waves and the beam diffusion coefficient, and we find reasonable 

agreement with quasilinear theory for most of the evolution. 

The one-dimensional interaction of a weak electron beam and a plasma is 

one of the most extensively studied problems in plasma physics. It has been treated 

analytically [2, 20, 21, 45, 1, 23, 38, 39], computationally [4, 59, 19, 44, 11] and 

experimentally [50, 35, 63] and is a simple prototype for a wide class of physical 

systems. Because of the beam, the overall electron velocity distribution has a region 

of positive slope, and plasma waves with phase velocity in this region can grow at 

the expense of beam kinetic energy. Eventually these unstable waves reach a large 

enough amplitude to couple nonlinearly with each other and to react back on the 

electron beam, decreasing the slope of the distribution function. The interesting 

question is: How does this nonlinear saturation occur? 
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2.5 

Figure 3.1: Evolution of the total wave power of all launched waves. The beam 
parameters are: Ve= 70 V, lb= 120µA, V.1 = 0 V, V.2 = 1750 V, V,3 = 48 V, 
1';,=2V 

The TWT experiment is similar to these beam-plasma experiments, since 

we believe from theory that the main role of the plasma is to support the waves 

as a linear dielectric. The TWT is well suited to study the instability because the 

background noise is low and the initial conditions can be completely defined. In 

the following three figures we show some of the generic instability properties in our 

experiment. This chapter will then quantify the observations. 

The total wave power grows exponentially for some distance, then fully sat­

urates near the end of the interaction region, as shown by the solid line in figure 

3.1. The total gain in wave power is about 25 dB, i.e. an increase of about 300. 

If the initial spectrum is launched at a lower level, saturation will not be complete 

at the end of the interaction region, as shown by the dashed line. We characterize 

the launch level by A, which is the number of dB below the launch level that gives 

saturation at z = 2.3 m. 
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Even though the launched wave spectrum was a smooth function of veloc­

ity (but random in its phases), the spectrum becomes jagged with distance. Near 

saturation adjacent modes may differ in amplitude by 100%, and low phase velocity 

modes become 50% decorrelated from their launch values. This is shown in figure 

3.2. This jaggedness is the result of mode-coupling due to the nonlinear motions of 

the beam electrons. This coupling has been previously observed in computer simu­

lations and in experiments, but has not been studied quantitatively. We study the 

mode-coupling by typically launching and receiving 450 modes with 8 bits of ampli­

tude accuracy. In addition close to saturation we do observe wave growth also at 

frequencies outside of the launched spectrum. They are nonlinear coupling products 

and not easily measured with our setup. Since the total power of these waves is 

small compared to the total power (less than 1 % ) we have neglected them is this 

investigation. This means that the displayed spectra are artifically truncated below 

v-e,h = 3.55 x 106 m/s and above v-e,h = 5.15 x 106 m/s. 

The beam velocity distribution becomes flattened and spreads as the beam 

diffuses due to the wave field. Figure 3.3 shows the measured final electron beam 

velocity distribution at the end of the machine when no waves are launched (dashed 

curve) and when the broad spectrum of figure 3.2 has been launched (solid). The ve­

locity distribution at saturation has flattened out in the range of the phase velocities 

of the unstable waves. 

We are interested in the regime where at the onset of nonlinearities the spec­

trum of waves is very broad. In this regime the wave autocorrelation length is smaller 

than both the growth length and the turbulent trapping length, and these lengths 

are smaller than the TWT interaction length. This can be expressed as 

(3.1) 

Here lac is the autocorrelation length of the spectrum as seen by a beam electron 
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Figure 3.2: Electric field density f( vph), (defined in (3.11 )), near launch (dashed) 
and saturation (solid). Beam parameters as in figure 3.1 and A= 0 dB, N=l024. 

1.5 ' I I ,......, no waves I I 
I I s I I 

,' I ......... ' I rn I I 

'f 1.0 ' I 

' I 
0 ' I , - , I 

at saturation , 
I .......... ' , I , 
I 

~0.5 
, , I , , I , -- , , 

c , , ..... , -, , , -
0.0 

3 4 5 
Velocity v [106m/s] 

Figure 3.3: Beam time-averaged velocity distribution near launch of the waves 
(dashed) and at saturation (solid). Beam parameters as in figure 3.1. 
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of velocity v; it is the approximate distance over which a resonant electron looses 

phase coherence with the waves of the spectrum. k; is an average growth rate of an 

unstable wave, so ki 1 is a typical length scale for the evolution of the spectrum. ltt 

is the turbulent trapping length of the spectrum; it is the approximate distance over 

which an electron moves by a wavelength relative to its resonant wave because of 

nonlinear wave-particle interactions. L is the length of the interaction region in the 

TWT. lp is the approximate distance an electron would have to travel until it notices 

that the launched waveform repeats itself. Approximate expressions for these length 

scales will be given in section 3.2.1. 

This inequalities are a refined version of the one given in chapter 1. The first 

inequality ensures that a resonant beam electron receives many small random "kicks" 

over the distance of a growth length of the spectrum. The requirement lac ~ ki1 

ensures that the phase of the electric field seen by an electron changes sign many 

times over a growth length. The requirement lac ~ 3ltt is equivalent to stating that 

the phase changes of the electric field occur many times over the distances that it 

would take an electron to complete one trapped particle orbit in a resonant wave 

with the rms electric field of the spectrum. Then the random acceleration of the 

electron can be considered small. 

The second inequality implies that growth and diffusion can be observed 

within the length of the apparatus. Finally, the third inequality requires that many 

wave-particle resonances overlap, and that the interaction region is not so long that, 

the electrons can resolve the periodicity of the launched waveform. 

Part of the fascination with this problem derives from the simple and physi­

cally compelling set of "quasilinear" ( QL) equations, originally proposed [18, 67] to 

describe the nonlinear saturation of the weak warm beam instability. These equa­

tions are the centerpiece of weak turbulence theory [52]. They are generally thought 
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to be applicable if the inequalities of equation (3.1) are fulfilled and if ki / k• ~ 1. In 

appendix B we derive them for the TWT. 

Quasilinear theory predicts that the local growth of the electric field is given 

by the linear dispersion relation with the full beam velocity distribution function 

replaced by the local, time-averaged distribution. Further, QL theory predicts 

that the beam velocity distribution diffuses with a diffusion coefficient proportional 

to the square of the electric field at each phase velocity. This is described algebraically 

as: 

dEw(z) 
-ikw(z)Ew(z) (3.2) dz 

-

d ofo(v,z) 
an v oz -

a ofo 
ov D(v, z) ov. (3.3) 

The complex wavenumber kw(z) = k~(z)-ik~(z) and the diffusion coefficient D(v, z) 

are given in equations (B.16) and (B.19), respectively. 

It would be wrong to think that the quasilinear equations are derived rigor­

ously from the Vlasov-Poisson equations. A set of terms in the Vlasov equation, the 

so called "mode-coupling terms", are dropped even though they are not small. The 

presumption is that the coupling is random and averages out. The resulting simpli­

fied equations still conserve particle number, momentum and energy, and provide a 

simple and physically reasonable description of the saturation process. It is impor­

tant to check those equations experimentally. To what extend do these simplified 

equations provide an accurate and complete description of the nonlinear saturation 

and what are the properties of the neglected mode-coupling? 

We observe mode-coupling between the Fourier modes of the launched wave-

forms and investigate it with "test-modes". A Fourier mode is considered a test-mode 

if changing its initial amplitude by 100% has negligible effect on the evolution of all 

the other modes. We decompose the received test-mode into a component T that 

depends linearly on the launched (transmitted) test mode and a second component 
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S that accounts for the power scattered from all other modes. The properties of the 

scattered and the transmitted component can be described with a four-wave cou­

pling model [53]: the scatter components have growth rates about three times larger 

than the general wave growth rates; the scatter components of adjacent modes evolve 

very differently; the transmitted components of adjacent modes evolve similar. In 

addition, we find that the growth rate of the transmitted component is smaller than 

the average wave growth rate. It has not yet been checked whether this last property 

is also in agreement with the model. 

Close to saturation, the field amplitude probability distribution is found to 

deviate from a Gaussian distribution. The kurtosis decreases to -0.6 indicating that 

high fields occur less frequently, which can be interpretated as a transition to a 

frequency-modulated waveform. 

We have measured the growth rates of the ensemble-averaged waves at dif­

ferent stages of the evolution. When ki1 :5l11 the beam velocity distribution has 

changed little, and we find good agreement between the measured rates and the 

calculated QL rates (RB theory yields the same values). When ki1 ~ ltt, the beam 

velocity distribution has changed noticeably and mode coupling is observed. The 

measured ensemble-averaged growth rates approximately agree with QL theory or 

are larger. For waves with phase velocities in the center of the spectrum, where the 

beam flattens first, the measured rates are always larger than the calculated rates. 

Here agreement with RB theory is better, but still not satisfactory. Limitations of 

the experiment that could contribute to this discrepancy will be discussed. 

For a given (prescribed) electric field spectrum, we measure the diffusion of 

a small cold test beam. The measured diffusion coefficients generally agree with the 

predictions of QL and RB theory. In the case of the self-consistent evolution the 

observed diffusion is larger than the predicted diffusion. RB theory and QL theory 

------------------' 
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yield approximately the same results in the considered case. 

Roberson and Gentle [50] measured the final state of the beam-plasma in­

stability and found good agreement with QL theory for the final spectrum and ve­

locity distribution function. In a similar experiment, Krivoruchko et al. [35] found 

enhanced growth rates and diffusion rates that they attributed to correlation phe­

nomena. Their investigation was qualitative, and it is doubtful that QL theory was 

applicable to all their cases. 

Tsunoda et al. [65] performed experiments on the TWT, and found satura­

tion in qualitative agreement with QL theory. At the onset of nonlinearities, they 

found that the ensemble-averaged growth rate was not enhanced above the measured 

linear rate, which they assumed to also be the quasilinear growth rate. 

Computer simulations are difficult because of the separation of time-scales 

required to meet the quasilinear conditions. A number of authors [4, 59, 19, 44, 11] 

have found enhanced ensemble-averaged growth rates or diffusion coefficients. It is, 

however, still questionable whether their calculations met all requirements. 

Using simple arguments QL theory appears invalid when the turbulent trap­

ping length is comparable to the growth length, i.e. when 

where 
5 

l - ( v )1/3 tt- -­
w2D 

(3.4) 

(3.5) 

The turbulent trapping length, ltt,is the distance over which an electron should diffuse 

by a full wavelength relative to its resonant wave of frequency w /27r. Even though 

the waveform structures seen by an electron are ephemeral because lac ~ ki1
, it is 

now possible for them to exist long enough to cause changes in the phase-space of 

the electrons that are not satisfactorily described as a diffusive process. This occurs 

well before saturation. 
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Dupree [20] was the first of many authors to attempt to improve on quasi­

linear theory by retaining some of the mode-coupling terms. His approach leads to 

a diffusive broadening of the wave-particle resonance, and became known as "Res­

onance Broadening" (RB) theory. This broadening becomes appreciable when the 

electric field is strong enough so that ltt Rj ki 1
• However, as shown in [51 ], the mode­

coupling terms discarded by Dupree also become important when ltt Rj ki1
. Other 

attempts [1 J to include some of the mode-coupling terms fail at the same threshold. 

Recently Liang and Diamond [39] have argued, using more sophisticated 

closure schemes, that deviations of the growth rates from the quasilinear predictions 

are small in all ranges of the instability. 

The reminder of this chapter is organized as follows: In section 3.2 we dis­

cuss the length scaling in the experiment and how we calculate ensemble averages. 

In section 3.3 we present our mode-coupling experiments. In section 3.4 we show 

statistical properties of the waveform. In section 3.5 we compare the measured 

ensemble-averaged growth rates and in section 3.6 we compare the measured diffu­

sion rates with the predictions of QL and RB theory. In section 3. 7 we compare the 

power loss in the beam with the power gain of the wave spectrum. 
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3.2 Quasilinear Regime 

In this section we investigate the quasilinear requirements given by equation 

(3.1) and show that we can choose the electric field spectrum and the beam to satisfy 

the requirements. This will lead us to discuss the requirements for ensemble averages. 

3.2.1 Length Scales 

Autocorrelation Length lac 

We define the spectral autocorrelation function G,(z, ti.z, v) of the electric 

field as seen by an electron moving with velocity v acoording to: 

G z ~z v = < E(z, t)E(z + ~z, t + ~z/v) > 
,( ' ' ) - < E 2(z, t) > 0·5 < E 2 (z + ~z, t + ~z/v) >0.5 

(3.6) 

where the poined brackets average over the waveform. the autocorrelation length lac 

is the shortest distance ~z for which the magnitude of the autocorrelation function 

never exceeds e-1 . For a waveform with an electric field given by 

(3.7) 

we obtain for the autocorrelation length: 

2v 
lac= ~ (l _ v ) , 

tot ~ 
(3.8) 

where vi?,~ is the group velocity of the wave at frequency w0 • This length has an easy 

physical interpretation: it is the distance over which the phases of two waves near 

. the edges of a spectrum change by 7r with respect to one another as seen in the frame 

of a resonant electron. 

Growth Length (k~t 1 

In order to obtain growth rates for spectra that are jagged in the nonlin-

ear regime, it is necessary to smooth the spectrum by ensemble-averaging. In the 
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following section we will show that averaging the square of the electric field over 

a number of nearby Fourier-modes is a suitable and convenient way of calculating 

an ensemble-average. If the total spectrum consists of about 500 modes it suffices 

to average over about 20 nearby modes in order to obtain growth rates that are a 

smooth function of phase velocity. An example of the ensemble-averaged growth 

rates is shown in figure 3.22. The growth rates are determined by fitting a straight 

line to the logarithm of the ensemble-averaged electric field Fourier component En, 

over 0.25 m centered at the point of interest. 

Turbulent Trapping Length ltt 

The turbulent trapping length is the approximate distance over which an 

electron moves by one wavelength with respect to its resonant wave because of 

nonlinear wave-particle interactions. We calculate it self-consistently from equation 

(B.28) where we use the helix wavenumbers k~r and the measured ensemble-averaged 

growth rates k~. Because of the weak dependence on the diffusion coefficient, it can 

be estimated from 
3v5 

1 

ltt( v) ~ (w2 D•: ( v) )' (3.9) 

where w is the frequency of the wave with phase velocity v~h = v and Vb is the mean 

velocity of the beam. 

"Periodicity Length" lp 

The spectral autocorrelation function G.(z,li.z,v) is periodic in fi.z because 

the launched waveform E(z, t) is periodic in time with period T. The periodicity 

length lp is the distance Ip that an electron with velocity v would have to travel until 

it detects this periodicity: 
v 

lp = t5w( 1 - ..L) v,, 
(3.10) 
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where bw = 1/7' is the frequency difference between neighboring Fourier components

of the spectrum.

Length Scale Ordering

Figure 3.4 shows the product of the autocorrelation length and the ensemble-

averaged growth rates, /a,* < kẁ >, at launch and near saturation. The growth rate

was taken at the phase velocities that correspond to the beam velocities. Except

for very low phase velocities, the requirement that /a, * /sal < 1 is reasonably well

fulfilled even at saturation.

Figure 3.5 shows the ratio of autocorrelation length to turbulent trapping

length at launch and at saturation. Near saturation the requirement /a, <<3ltt is not

well fulfilled: the turbulent trapping length has become small due to the large electric

fields, while the autocorrelation length has become large because the spectrum has

become less broad.

We typically launch waveforms with about 500 modes that have a period of

T r-t1 8.5ps. Then the last inequality of equation (3.1) is well fulfilled with ki-1//p

0.02 and 4t /4, 0.03.

3.2.2 Ensemble-Averages

In this subsection we describe how we calculate ensemble-averages of the elec-

tric field spectrum. In order to compare ensemble-averages of waveforms of different

length it is convenient to calculate an electric field density that is independent of the

number of modes N/2 that constitute the spectrum. We visualize the strong cou-

pling between waves and beam electrons of equal velocity by calculating this electric

field density in phase velocity rathern than in frequency as it is often done. The
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Figure 3.4: Weak warm beam requirement: le * lac << 1. Beam parameters as in
figure 3.1.

1.0

-%•••• 0.5
0
61

•••-1

0.0
3 • 4 5

Velocity v [106 m/s]

Figure 3.5: Weak warm beam requirement: iac/3/tt << 1. Beam parameters as in
figure 3.1.
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electric field density is defined as follows:

E(vph, z) = 1 En(z)12 
C)

(3.11)

where 8v is is the difference in phase velocity of two adjacent modes of the spectrum,

i.e.

69h — Len Wr1+1 (3.12)

m 441.

In our experiments we launch a periodic waveform with a large number of

modes. Its period T is much longer than any physically relevant time of the experi-

ment, e.g. the transit time of an electron through the interaction region. Therefore

doing an experiment with a long waveform constitutes doing a number of indepen-

dent "trials" in one sweep, one immediately following the other, where the duration

of each of these independent trials is approximately given by the electron transit

time. Since the waves are almost completely absorbed at the ends, these trials are

independent.

In most of our experiments, the mode amplitudes of the launched waveform

are a smooth function of frequency, as can be seen in figure 3.2. In contrast, the

mode phases are jagged, i.e. randomly chosen between 0 and 27r. Such waveforms

are launched in order to visualize the strength of the mode-coupling. We calculate

an ensemble-average of the measured spectrum in the nonlinear regime by replacing

the electric field of each mode with the rms-value of the nearby modes:

(I En 1 2) = A4 1 

n-I-AN/2

E

 

I Em
m=n-AN/2

(3.13)

where Aco is a label indicating the frequency width of the ensemble-averaging, i.e.

Ace H Wn+AN/2 Wn-AN/2 1. Len is defined by equation (B.7). We call this ensemble-

average a "nearby mode average".

A physically reasonable bandwidth for the ensemble-average is the minimal

frequency separation Aco between two waves that can be resolved by the electrons
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Figure 3.6: Comparison of ensemble-averages at saturation: frequency-average for
spectrum with smooth launched spectrum (solid); frequency-average for spectrum
with jagged launched spectrum (dashed); many waveform-average (crosses). The
beam parameters are as in figure 3.2.

during their transit time through the interaction region. We estimate Ace as:

Au/V 1AwtotLw  2.5MHz (3.14)
Vgr

2r 2L(1 — 20 2r 2r

Thus our spectrum of Lico,0,12r 50 MHz bandwidth has about 20 "physical

modes"1 and the bandwidth of each physical mode corresponds to about 25 Fourier

modes for a typical waveform of about 500 modes.

Figure 3.6 shows the ensemble-average for the spectrum shown in figure 3.2

as a solid line. We also show the received ensemble-averaged spectrum for a launched

waveform with jagged mode amplitudes. In that case the launched amplitudes are

Gaussianly distributed about the amplitudes of the smooth spectrum and the phases

are chosen randomly. At satuation, both nearby-mode-averaged spectra are essen-

tially the same. The measured time-averaged velocity distributions are indistin-
'This is probably a high estimate since mode-coupling between physical modes happens on a

length scale given by ltt < L.
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guishable. We therefore conclude that waveforms with smooth spectra are suitable

for obtaining ensemble-averaged growth rates, spectra or diffusion coefficients.

Alternatively, if we successively launch M very short waveforms, where each

contains only about 20 modes, we can define an ensemble-average in the more tra-

ditional sense:
1 Al

a En 12)1v1 77,_ _1 1 
pm)

 12 (3.15)

where 1 Er') 1 is the the received mode amplitude at frequency con when the

rrith waveform was launched. We call this ensemble-average an "initial phase aver-

age". At launch the modes of each member of the ensemble have the same amplitudes

but randomly chosen phases. The crosses in figure 3.6 show the received initial-phase-

averaged amplitudes for launched waveforms with about 20 modes. Their horizontal

bars mark their width 87.e. The initial-phase-averaged amplitudes agree with the

nearby-mode-averaged amplitudes. This states that 20 modes are sufficiently many

modes for calculating the initial phase ensemble averages. For waveforms with fewer

than 7 modes the initial phase average deviates from the nearby mode average. Then

the periodicity length is no longer much longer than the other length scales and we

find that the time-average velocity distribution function becomes very dependent on

the initial phases of the waveform.
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3.3 Mode-Coupling

In this section we describe the properties of the mode-coupling that we ob-

serve in the nonlinear region of the weak warm beam instability. As an example,

figure 3.7 shows the evolution of 5 adjacent Fourier modes for the case depicted in fig-

ure 3.2, where saturation is reached by the end of the apparatus. We see that nearby

modes evolve very differently from one another and that at saturation the jaggedness

of the spectrum has become strong. This jaggedness arises through mode-coupling

caused by the nonlinear motion of the beam electrons.

We investigate this mode-coupling by different means. Measuring the prob-

ability distribution of the electric field modes within the bandwidth of a physical

mode we can quantify the "jaggedness" of the spectrum and find that for low phase

velocities and at saturation the mean of the distribution equals the standard devia-

tion. Calculating the two-point correlation function of the electric field amplitudes

we determine likewise that for low phase velocities at saturation the spectrum is com-

pletely decorrelated from the launched spectrum. By singling out a Fourier mode

as a test mode, we can decompose its Fourier amplitude En into a component T„

that is linear in the launch amplitude of the mode and a scatter component Sn that

is independent of it. We find that the ensemble-average growth rate of the scatter

component is about three times larger than the ensemble-averaged growth rate of

the spectrum. The growth rate of the transmitted component is smaller than the

ensemble-averaged growth rate of the spectrum. Using "in-between test modes" we

find that the frequency range of scattering out of one mode is approximately given

by Dupree's trapping length. Using a hybrid of tri-spectral analysis and test mode

analysis we find the same locality for scattering into one mode.
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Figure 3. 7: Evolution of 5 nearby Fourier modes 200-204 of the case shown in figure 
3.2 from the linear regime into saturation, A= 0 dB, N = 1024. 

3.3.1 Fourier Amplitude Probability Distribution 

Figure 3.8 shows the distribution of the measured N/2/25 ~ 80 Fourier mode 

amplitudes around a single "physical mode" at low phase velocity vPh = 3.65 x 106 

m/s. In the launched spectrum, corresponding to figure 3.2, all the about 80 Fourier 

modes have approximately the same amplitude. At positions further away from 

the transmitter, the mean of this distribution grows because of the growth of the 

electric field modes. In the nonlinear regime the width of the distribution grows 

faster because of mode-coupling: nearby modes no longer grow at the same rate. 

At saturation, the width of the distribution has become comparable to its mean, 

indicating that the mode-coupling effects are of the same order as the linear growth 

contributions. 

Figure 3.9 shows the mean Ew and the standard deviation O"w of the Fourier 

amplitude probability distribution, shown in figure 3.8 at different positions and for 
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Figure 3.8: Probability distribution of Fourier amplitudes at different positions of 
the evolution from the linear regime to saturation. Distribution of the modes 764 to 
836 for five waveforms, each with N = 4096 modes, corresponding to figure 3.2. 
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Figure 3.9: Mean Ew (thick solid line) and standard deviation aw (thin dotted line) 
of the amplitude probability distribution versus distance from the transmitter for 
phase velocities v-e,h = 3.6 x 106 m/s (x), v-e,h = 3.8 x 106 m/s (<>) v-e,h = 4.15 x 106 

m/s (D). Parameters as in figure 3.2, A= 0 dB, N = 4096 
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different phase velocities. In all the shown cases the ratio of the mean to the standard 

deviation decreases by about a factor of 5 from the linear region to saturation. Only 

low phase velocities are shown because reflections of the waves widen the probability 

distribution function at high phase velocities. The two-point correlation function, 

calculated in the following section is not hampered by these reflections. 

3.3.2 Two-Point Correlation 

The two-point correlation function of the electric field complex amplitudes 

shows that the mode-coupling is stronger at low than at high phase velocities. At 

low phase velocities, we find that the electric field at saturation is unrelated to the 

launched electric field, 

The two-point correlation function of the complex electric field amplitudes 

statistically describes the degree of correlation between the complex amplitudes En 

of one mode measured at two positions z1 and z2 . We say that perfect correlation 

exists if one complex number a can be found such that for all members m of the 

ensemble we have: 

(3.16) 

Notice that according to quasilinear theory perfect correlation exists for all regions 

of the instability. 

We now use equation (3.16) to derive an expression for the two-point corre­

lation function. In general it is true that 

(3.17) 

From section 3.2.2 we know that we can calculate the ensemble average in two ways: 

by averaging over nearby modes for long waveforms (Ni,500) and by averaging over 
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initial phases for short waveforms (N::::; 20). Approximating the last summand using 

Schwartz's Theorem we obtain: 

(3.19) 

This equation has solutions for I a I only if: 

(3.20) 

From this expression we define our two-point correlation function C~(z1, z2) to be: 

(3.21) 

C~(z1 , z2) is bound between 0 and 1. If the electric field amplitudes at two positions 

of all the members of the ensemble are correlated by a unique complex factor a then 

C~(z1 , z2) = 1; if they are statistically uncorrelated, i.e. if different members of the 

ensemble have different values of a, then C~(z1 , z2) = 0. 

In figure 3.10 we show the correlation between the electric field amplitudes 

at fixed position (zi) near the launch and varying position (z2 ). This is shown for 

different frequencies, i.e. phase velocities. At each frequency the ensemble average is 

calculated by averaging over !1N nearby modes within the bandwidth of a physical 

mode. We find that at low phase velocities the saturation spectrum has less than 0.5 

correlation with the launch spectrum, whereas at high phase velocities the correlation 

is larger, typically 0.8. Therefore mode-coupling is stronger at lower than at higher 

phase velocities. 

3.3.3 Experimental Definition of a Test Mode 

Typically we launch a waveform (m) whose spectrum consists of about 500 

electric field Fourier modes E~m)(z) (N = 1024) of comparable amplitude. Any mode 

can be considered a test mode if changing its initial amplitude E~m)(z = 0) has a 
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Figure 3.10: Electric field amplitude two-point correlation between a point at 
z1 = 0.1 m (close to.the launch probe) and a point at z2 for different phase velocities 
vEh (in units of 106 m/s). N = 4096, D.N = 80, A=O dB. 

negligible effect on the spatial evolution of the other "main" modes. We use the 

superscript ( m) to denote spectra which differ only in the launch amplitude of the 

single test mode. 

The effect on the other modes can be quantified by comparing the measured 

spectrum E~m)(z) with E~m'l(z) obtained by deleting the test mode from the launch 

spectrum. The quantity I E~m) -E~m') I measures the change in the amplitudes of all 

the main modes between the two spectra. The first waveform (m) launches the test 

mode at an amplitude comparable to the adjacent main modes, whereas the second 

waveform (m') has the test mode set to zero. The measured difference is shown in 

figure 3.11 near saturation. 

We observe that on average the electric field amplitude of the difference of 

the two spectra is about 20-35 dB below the main modes. Therefore one Fourier 

mode can be considered a test mode. Increasing the total number of Fourier modes 
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Figure 3.11: Spectral changes at saturation due to a test mode at n=200 where 
N /2=512. The upper curve shows the spectrum Eiml, the lower curve shows the 
difference I Eim) - Eim') I· N = 1024, A =-3dB. 

in the spectrum obviously increases the signal-to-noise ratio for this procedure. The 

observed difference is not only due to differences in the growth of the two slightly 

different waveforms but also differences in the launch levels of the main modes them-

selves that are caused by the finite bit-resolution of the arbitrary waveform generator. 

We decompose the received test mode Eiml(z) into a "transmitted" compo­

nent TAm)(z) which is proportional to the launch amplitude Eiml(O), and a "scat­

tered" component Siml(z) which is received when Eiml(O) = 0. This process is 

illustrated in figure 3.12, where the measured complex amplitude of the test mode at 

saturation is shown for different initial launch waveforms. If we launch a waveform 

where the initial amplitude of the test mode is set to zero, we find that mode-coupling 

of the main modes leads to growth of the test mode. This S-component of the test 

mode is shown as a diamond in figure 3.12. We call this component the "scatter" 
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Figure 3.12: Definition of the components of a test mode at saturation. The ( x) 
are the measured test mode phasors for varying phases of E~ml(O), the diamond (<>) 
is the measured phasor if E~ml(O) = 0 and the cross ( +) is the center of the fitted 
circle. The beam parameters are similar to 3.2, n = 200, A = 0 dB, N = 1024. 

component, because it appears as if some of the power of the main modes is being 

scattered into the test mode. If we launch several waveforms with identical spectra 

except that the test mode phase is changed by 2ir /24 from one waveform to the next, 

we find that the phasor of the test mode traces out a circle in the complex plane. The 

center of a fitted circle ( +) approximately coincides with the phasor S. Therefore 

at any position we can decompose the complex amplitude of the test mode, E~m), 

into two components: the scatter component Sn that is independent from the launch 

amplitude of the test mode, and a transmitted component T~m) that depends on the 
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launch amplitude of the test mode such that: 

E(m) = S + T(m) n n n (3.22) 

3.3.4 Four-Wave Coupling Model 

Before we continue our discussion with the properties of the components of a 

test mode, we introduce a four-wave coupling model [53] in this subsection as an aid 

in understanding some of the experimental results. At the onset of the nonlinearities 

this model provides a good description; near saturation, however it breaks down 

because higher order terms - in our case the third order terms - become comparable 

to the first order terms. 

The electric field amplitude En of a Fourier mode n can be written in form 

of an expansion in powers of EA1) 

where the first order approximation EA1) is the quasilinear solution (or the RB solu­

tion) 

(3.23) 

In this expansion the second order contribution is negligible because the beat waves 

have neither a helix mode nor beam electrons to resonante with [53]. The third order 

term is given by the following expression (for the algebra see appendix C): 

dE;;z) = ikn(z )En(z) + I: r n,n,,n,,n3 EA~)*(z)EA~)(z )EA!l(z )8n,,n+n1-n2 + O(EA4l) 
n1 ,n2,n3 

(3.24) 

where the coupling term r is an integral of the time-averaged velocity distribution 

function over the occurring wave-particle resonances. kn(z) is the solution of the 

quasilinear dispersion relation. Reordering the expression on the r.h.s. of (3.24) by 
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collecting all the terms that are linear in En(z)<1
) one obtains: 

dEn 
ikn(l + I;rn,n1,n1,nl E~!) l 2 )E~l) (3.25) 

dz 
-

n1 
I 

+ ikn I: r E(t)• E(l) E<l),s O(E<4)) 
n,n1 ,n2,n3 n 1 n2 n3 n3,n+n1 -n2 + n (3.26) 

nt ,n2 1n3 

dTn dSn 
(3.27) - -+-

dz dz 

where the prime indicates that the terms with n1 = n or n2 = n are omitted and 6n,m 

is the Kronecker symbol (requiring the frequency match of the participating modes). 

The mode number conventions are given in appendix B. The first summand describes 

the spatial change of the Tn·component of the electric field amplitude, because it is 

linear in En(O). Therefore the second term describes the spatial change of the Sn­

component of the electric field amplitude. When we compare our experiments with 

this model in the following, we approximate the primed electric fields on the r.h.s. 

with the actual measured fields. This approximation is probably valid until near 

saturation A ~ -4 dB. 

3.3.5 Properties of the 'Iransmitted Component 

In this subsection we show that T-components of adjacent modes evolve 

similarly, and that their growth rates are smaller than the ensemble-averaged growth 

rates. 

Figure 3.13a shows the evolution of the transmitted component Tn of 5 adj a-

cent Fourier modes from the linear regime into saturation. Because the launch spec-

trum (shown in figure 3.2) has a smooth amplitude spectrum and the S-component 

vanishes in the linear regime, all the T-components initially evolve with the same 

amplitude. According to the four-wave coupling model, the T-components grow un­

affected by the phases of the other modes, because the mode-coupling contribution 

to their growth as seen in equation (3.25) is not phase dependent and the coupling 
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coefficient Tn,n,,n, is a smooth function of the mode-numbers. 

Figure 3.13b compares the growth rates at z = 2.3 m of the T-components 

with the ensemble-averaged growth rates of the entire modes En at different phase 

velocities v~h. We find that the growth rates of the T-component in all cases are 

smaller than the ensemble-averaged growth rates of the entire Fourier modes. We 

have not yet checked whether this agrees with the four-wave coupling model. 

3.3.6 Properties of the Scatter Component 

The scatter components Sn of adjacent modes evolve differently from one 

another, and their ensemble-averaged growth rates are approximately three times 

larger than the nearby-mode-averaged growth rates of the entire field En. This is 

consistent with Sn growing due to coupling with 3 other modes. 

Figure 3.14a shows the evolution of the scatter component Sn of 5 adjacent 

Fourier modes from the linear regime into saturation. These Sn-components cor­

respond to the Tn-components shown in figure 3.13,but have a strikingly different 

spatial dependence. The Sn-components are very sensitive to the phases of the am­

plitudes of the launched spectrum. The four-wave coupling model predicts that the 

scatter components are Gaussianly distributed, since each is the sum of many ran­

domly phased contributions. We have checked the distribution of the Sn-components 

of nearby modes within the frequency band of a physical mode, and we find it to be 

Gaussianly distributed. 

Figure 3.14b shows the ratio of the nearby-mode-averaged growth rate of the 

scatter components (k~5 )L:.w to the nearby-mode-averaged growth rate of the Fourier 

modes (k~E) L:.w for two different phase velocities, as a function of the attenuation 

level of A of the launched spectrum. We find that the ratio of the growth rates is 

approximately three for launch levels smaller than A = -4 dB and all phase ve­

locities. This is in agreement with the four-wave coupling model, since the growth 
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Figure 3.13: a) Spatial evolution of the T-components of modes 200-204, A = 0 
dB, N=1024.; the spatial evolution of inbetween mode n=403 (N=2048) for case 
A= 0 dB is shown as a dashed line. b) Growth rates of the T-component (dashed) 
and nearby-mode-averaged E (solid) versus launch level at z = 2.3 m. Modes at 
two phase velocities are shown. The initial spectrum corresponds to figure 3.2, 
t:;.N = 20, N = 1024. 
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rate of the scatter component is proportional to the product of three Fourier am­

plitudes. We will show below that the coupling coefficient r n,n,,n, insures that the 

largest contributions come from those products where the participating modes have 

approximately the same frequency. The ratio becomes greater than 3 near satura­

tion, when (k~E) goes to 0. This probably indicates that the 4-wave-coupling model 

breaks down and higher order terms need to be included. 

3.3. 7 Correlation Between Scatter and Transmitted Com­
ponent 

Close to saturation the scatter and the transmitted component are only 

weakly correlated within the frequency width of a physical mode, in agreement with 

the four-wave coupling model. 

We want to correlate the ensemble-average of the Fourier mode En with the 

ensemble-averages of its scatter-component and its transmitted component. Since 

En = Tn + Sn we obtain: 

(3.28) 

Our four-wave coupling model predicts that the last term vanishes, because for each 

mode the scatter component and the transmitted component are uncorrelated. We 

measure the different terms by decomposing all the modes of the spectrum into their 

transmitted and their scatter component. Figure 3.15a shows (I En l2 )t.w, (I Tn l2 )t.w, 

(I Sn l2 )t.w and ((I Tn l2)t.w +(I Sn l2)t.w)112 versus phase velocity for a launch level 

A = 0 dB. We see that 

(3.29) 

and therefore concludethat the cross-term can be neglected. 
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Figure 3.14: a) Spatial evolution of the S-components of modes 200-204, A =0 
dB, N = 1024 (solid). b) Ratio of the ensemble-averaged growth rates of the 
S-component to the ensemble-averaged growth rates of the full field versus launch 
level A. Growth rates at two phase velocities are shown, the launched spectrum is 
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Figure 3.15: Correlation between S and T component: ensemble averaged quanti­
ties at saturation, A = 0 dB, N = 1024. 

3.3.8 Frequency Range of Mode-Coupling: Scattering Out 

The test mode experiments described in the previous section distinguished 

S from T, i.e. distinguished the power coupled into the test mode from the power 

that depended linearly on the the initial amplitude of the test mode. This section 

describes test mode experiments that measure the power scattered out of the test 

mode. By this technique, it is possible to measure the frequency range of the waves 

that participate in the mode-coupling. We find strong coupling between four waves 

only if their frequencies match and their wavenumbers match within an interval given 

by the inverse turbulent trapping length. This is in agreement with the four-wave 

coupling model. 

In this section the launched main modes all have even mode numbers. This 

means that the launched waveform consists of two identical segments. The test mode 

that is added to the spectrum has an odd mode number. It therefore breaks the time-

-----------------------------------------------------' 
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translational symmetry of the waveform. Compared to the first section, the test mode 

is ir out of phase in the second section. Again the test mode power compared to the 

power in the main modes is chosen small so as not to cause significant changes in 

the evolution of the main modes. 

Mode coupling that couples two modes of the launched spectrum creates 

waves at their sum and difference frequencies. For most possible combinations, 

these frequencies lie outside of the initial spectrum and outside of the range of 

resonant beam electrons. Close to saturation we do observe wave growth outside 

of the launched spectrum. We estimate the total power of these waves to be much 

smaller than the power in the launched spectrum. Therefore two wave coupling can 

probably be neglected. 

Mode coupling that couples three modes of the launched spectrum can create 

waves that are within the unstable spectrum, and can therefore modify the further 

evolution of the instability. If one of the three participating modes is the odd­

numbered test mode, then also the resulting non-linear product will have an odd 

mode number. However, since only the test mode has an odd mode number in the 

launched spectrum, these nonlinear product waves occur in the spectrum as growing 

odd-numbered modes. 

Scattering into the test mode is not possible from the main modes alone, but 

needs to involve one of the odd-numbered modes that were created in the nonlinear 

region. This is a small second-order effect. We find that the spatial evolution of the 

launched inbetween test mode is identical to the evolution of the T-components of 

an adjacent main mode. The dashed line in figure 3.13 shows the evolution of an 

inbetween test mode in comparison with the evolution of the T-components. The 

inbetween test mode was launched at twice the amplitude of the main modes. This 

is in agreement with the four wave coupling model that predicts the scatter term to 
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be zero for the inbetween test mode. 

The measured spectrum at the end of the interaction region is shown in figure 

3.16a. There the spectral density is displayed separately for the main modes (even­

numbered) and the nonlinear product modes (odd-numbered). It is apparent that 

the product modes at mode-numbers closest to the inbetween test mode have grown 

more than the product modes of the rest of the spectrum. Because of the finite bit 

resolution of the waveform generator and nonlinearities in the launch circuit not only 

the inbetween test mode, but all odd-number modes are launched. All of them are 

growing similar to the main modes. This growth is superposed with the growth of 

the nonlinear product modes, generated by the coupling of the test inbetween mode 

with the main modes. We separate the two contributions by comparing the ensemble­

averaged growth rates of the even-numbered modes and the odd-numbered modes. 

These ensemble-averaged growth rates are shown in figure 3.16b. For phase velocities 

larger than 4.2 x 106 m/s the ensemble-averaged growth rates of the even and the 

odd modes are approximately the same; for phase velocities smaller than 4.2 x 106 

m/s the odd-numbered modes grow faster than the even-numbered modes by about 

a factor of 3. In this range the coupling between the test inbetween mode and the 

main modes is especially strong. We define a resonance range with the lower and 

upper limit, v{"', v~•s respectively, as the range where the ensemble-averaged growth 

rate of the odd-number modes is at least 2 times larger than the ensemble-averaged 

growth rate of the even-numbered modes. In the following we show the measured 

ranges for inbetween test modes at different frequencies and different launch levels 

of the spectrum. 

In theoretical investigations of weak turbulence, it typically is assumed that 

modes couple to one another effectively only if the frequencies of the participating 

waves match exactly and the wavenumbers are matched within an uncertainty given 
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Figure 3.16: a) Spectrum at the end of the machine if an inbetween test mode was 
added to the spectrum. The shape of the spectral density of the launch spectrum is 
the same as in figure 3.2, A= -18 dB, N = 2048,n;nbw = 353. b)Ensemble-averaged 
growth rates of the main modes and the nonlinear product modes ("inbw."). The 
arrows mark the experimental limits of the resonance region v[es, v~es 
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by the maximum of the inverse turbulent trapping length and the growth rate [52, 53]. 

For launch amplitudes where we observe strong mode coupling at the end of the 

interaction region, the inverse trapping length is larger than the growth rate. For 

the TWT these requirements become2
: 

(3.30) 

(3.31) 

Physically these requirements state the following. The nonlinear product of 

three waves with frequencies Wn1 , wn, and Wn3 travels at a phase velocity given by 

(wn1 + Wn2 - Wn
3
)/(kn, +kn, - kn,)· It couples most strongly to electrons resonant 

within the wave-particle resonance whose width is given by the maximum of wave 

growth rate and inverse turbulent trapping length. Waves resonant with the electrons 

will "notice" the changes in the electron orbits caused by the nonlinear product and 

therefore become coupled to the three waves. 

In order to compare this model with our experiment we make the following 

additional assumptions. We assume that the mode n 1 is the test inbetween mode and 

n2 is the nonlinear product mode. In addition, we assume that the two main modes 

have approximately the same frequency Wn3 ~ Wn,. Then if Wn2 = Wn1 ± Awres, we 

have 

(3.32) 

(3.33) 

Notice, that the l.h.s. of equation (3.33) depends only on Awre., because of equation 

(3.31). The deviation of the wavenumber k~ from the wavenumber of the beamless 

helix are not negligible as was seen in section 2.3.2. Since we cannot measure them 

when mode-coupling has set in, we use the solutions of the QL dispersion relation 

20ther combinations are not possible within the frequency range of the launched spectrum 
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Figure 3.17: Experimentally measured upper and lower phase velocities v:es, v[es 
( x) of the mode-coupling resonance for different phase velocities of the inbetween 
test mode. Solution of (3.33) shown as line, A = -8 dB. 

as an approximation. We then solve equation (3.33) graphically in order to obtain 

Figure 3.17 compares the experimentally determined limits v[es and v:•• of 

the mode-coupling resonance with the predictions of equation (3.33) for inbetween 

modes at different phase velocities. The model predicts coupling ranges wider than 

experimentally observed. This could be due to the crudeness of the model or to a 

systematic error of the experiment where the resonance region is truncated too small 

because the nonlinear product waves have not outgrown the launch contributions. 

The flat regions on the top and the bottom are because both, experimental data and 

the predictions of the model, are truncated at the edges of the launched spectrum. 

At the low velocity end this is justified since the helix dispersion (in lowest order) 

does not propagate waves with phase velocities lower than ~ 3.5 x 106 m/s. At 
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Figure 3.18: Experimentally measured upper and lower phase velocities v~es, v/es 
( x) of the mode-coupling resonance for launch amplitudes of the spectrum ( x). 
The launch spectrum has the same shape as in figure 3.2, N = 2048, n;nbw = 353, 
vf,'.'bw = 3.75 X 106 m/s. 

high phase velocities we cannot measure wave coupling outside the launched range 

of waves. 

Figure 3.18 compares the experimentally determined limits v/e• and v~e• of the 

mode-coupling resonance with the predictions of equation (3.33) for one inbetween 

mode at different launch levels. Again the model predicts coupling ranges wider than 

experimentally observed. At low phase velocities, coupling between waves is always 

over a wide range regardless how small the turbulent trapping length because all 

waves have approximately the same group velocity. We believe this to be the reason 

why mode coupling is stronger at low than at high phase velocities. 

3.3.9 Tri-spectra measurements 

Mode-coupling as defined and described in the previous sections leads to 

strong deviations of the phases of the modes in the nonlinear regime because the 
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scatter component is unrelated to the transmitted component. The inbetween mode 

measurements of the preceeding section indicated that this mode-coupling is localized 

around the inbetween test mode. This section confirms this assertion by showing the 

results of a "tri-spectral" analysis, that is a statistical means of quantifying the 

phase-coherence of four waves. 

In recent years, bispectral analysis has become an often used tool for describ­

ing nonlinear wave coupling in fusion plasmas [32, 31, 49]. The underlying assump­

tion for using the approach is that the relevant wave processes can be described by 

a nonlinear wave coupling equation. Bispectral analysis measures nonlinear phase 

coherences in order to statistically determine how strong two waves are coupled to 

produce a third wave. 

For our situation we need to invoke an extension to four waves, hence we will 

embark on a tri-spectral analysis. We want to determine the coupling between all 

the modes and the scatter component of one particular mode. Since we still have 

perfect control over the evolution of the instability we launch waveforms with equal 

electric field densities (amplitudes), but random phases. By setting the launch am­

plitude of the mode of interest equal to zero, we only measure its scatter component 

in the nonlinear regime. We use the tri-spectral analysis to determine the correla­

tion between the phase of this scatter component and the phase of three waves of 

frequencies such that equation (3.30) is fulfilled. 

First we need to define a quantity 'Yn,n, ,n, that statistically describes the 

goodness of the following expression 

(3.34) 

Proceeding as in the section of the two-point correlation function, we ensemble aver­

age the squared magnitude over initial phases which is denoted by pointed brackets 
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() (N=64). 

(3.35) 

Separating the summands and approximating the occurring cross-term we find: 

(3.36) 

Solving for J /n,n1 ,n2 J one finds positive definite solutions only if 

2 _ J(S~E~1 En,En+n1 -n,)J 2 l 
ln,n1,n2 = (I E· E E J2)(1 s J2) ::; 

n 1 n2 n+n1 -n2 n 
(3.37) 

"'n2 equals unity if there is perfect correlation between Sn and the electric field 
I ,n1,n2 

amplitudes E~,, En,, En+n, -n,, i.e. if the scatter component is only excited by 

coupling of the waves with mode numbers n 1 , n2 and n + n1 - n2 • Because it 

is positive definite it is bounded by zero for no correlation. We call /~,n, ,n, the 

"trispectral correlation parameter". 

Since the calculation of the trispectral correlation parameter is very time 

and memory intensive, we use short waveforms with N = 64 and typically launch 

1000 waveforms with different phases but the same amplitudes for calculating the 

ensemble-averages. 

Figure 3.19 shows the trispectral correlation coefficient I· The phase velocity 

of the mode of interest is v~h = 3.65x106 m/s. Figure 3.19a shows the phase velocity 

dependence of the case when one of the participating modes has a phase velocity of 

4.6 x 106 m/s. Then the phase velocity of the third mode is scanned across the 

spectrum and the phase velocity (frequency) of the forth mode is determined from 

equation (3.30). Figure 3.19b shows the same plot for the phase velocity of one of 

the modes fixed at 3.85 x 106 m/s. We see that much stronger coupling occurs in this 

case than in the previous one. This is in qualitative agreement with the inbetween 

mode measurements, where strongest coupling also occurs in a regime around the 

inbetween test mode. 
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Figure 3.19: Trispectral correlation: a) v~~ = 4.6 x 106 m/s, b) v~~ = 3.85 x 106 

m/s, N = 64, A = -16 dB, the launch spectrum and the beam are is similar to 
figure 3.2. 
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3.4 Kurtosis 

In this section we investigate the evolution of the electric field not in Fourier 

space but in real time. We describe the probability distribution of the electric field 

by its kurtosis. Close to saturation the kurtosis suggests a transition to frequency 

modulation. This is not predicted by the four-wave coupling model. 

Kurtosis K is the fourth moment of a statistically distributed quantity. In 

the following K is normalized such that its value is zero if the considered quantity 

is distributed according to a Gaussian distribution. It is defined as 

3 (3.38) 

where therms amplitude is given by 

(3.39) 

and the t; are the Nw sampling times equally distributed over the period T of the 

waveform. The mean of E is zero, since there is no de component to the spectra. 

In our calculation, Nw is larger by a factor of 4 than the number of wavepoints N 

generated by the arbitrary function generator since the homodyning process increased 

the highest frequency of the waveform. One can show that for a waveform with a 

broad, dense randomly-phased spectrum, the waveform is Gaussianly distributed and 

the kurtosis is zero. 

Figure 3.20a shows the electric field probability distribution near the launch 

position and near saturation. A fitted Gaussian is shown in comparison. Figure 

3.20b shows the spatial evolution of the kurtosis for different launch levels. The 

initial value of the kurtosis close to zero reflects the good fit of the Gaussian to the 

initial distribution. The kurtosis is not exactly zero but still within the range of 

statistical jitter. Near saturation, the probability distribution has shorter tails than 
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the Gaussian and correspondingly the kurtosis becomes negative. The kurtosis for 

A = -22 dB changes little over the length of the helix. For this case the instability 

is still in the linear regime at the end of the interaction region. In contrast, the 

kurtosis reaches K = -0.6 for saturation for the case A = 0 dB. This change in the 

kurtosis is not due to the narrowing of the bandwidth, since the final spectra are all 

of similar width. Rather the negative kurtosis is due to a phase coherence developing 

between the Fourier modes of the spectrum. Randomly changing the phases of the 

measured spectrum (but keeping the amplitudes constant) changes the computed 

kurtosis again to values between -0.2 and 0.2. 
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Figure 3.20: a) Probability distribution of electric field amplitudes E(z, t) at 
z = 0.15m (dotted) and z = 2.3m (solid); fitted Gaussian (dashed); N = 1024, A = 0 
dB. b) Spatial evolution of the kurtosis for three different launch levels A. 
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3.5 Measurements of Growth Rates 

In this section we compare the measured ensemble-averaged growth rates near 

the end of the interaction region with the growth rates calculated from the dispersion 

relations of quasilinear theory and resonance-broadening theory. By changing the 

launch level of the spectrum, we change the level of nonlinearities at the end of 

the interaction region. We find that in the center of the spectrum, the measured 

growth rates in the nonlinear regime are larger than the calculated growth rates. 

The discrepancy seems to be larger than what can be accounted for with systematic 

measurement errors. 

The ensemble-averaged growth rates k~ ( z) are obtained by fitting a straight 

line to the frequency-averaged mode amplitudes, as displayed in figure 3.21. Typi­

cally we divide the total spectrum into 20 "physical" frequency bins, and average the 

square of the Fourier modes, obtaining <I En 12 >.i.w from equation (3.13). We then 

fit a straight line to the spatial evolution of this averaged electric field amplitude 

in the last 0.20 m before the end of the interaction region using the least-squares­

method. Since the growth rates might be changing even over this distance, this 

measurement approach is prone to yield growth rates that are too high. We estimate 

this effect to be maximal o.2m-1• Because of strong local irregularities of the helix 

and high damping rates the growth rates at low phase velocities have the largest 

errors bars. The modulations are caused by the sharp fall-off of the beam distribu­

tion at its high velocity end that leads to incomplete phase-mixing at these distances 

from the transmitter. It is analyzed in more detail in appendix D. 

We measure the corresponding velocity distribution as described before in 

section 2.2. Even in the nonlinear regime, the measured velocity distribution is es­

sentially homogeneous across the cross-section of the beam, with slightly increased 

diffusion (flattening) near the beam edges. The solution of the quasilinear dispersion 
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and 2.3 m (solid). A = -8 dB, N = 1024, D.N = 21. 

relation (B.16) is then straightforward. For the resonance-broadening dispersion rela­

tion (B.32), it is necessary to first calculate the turbulent trapping lengths, ltt, versus 

phase velocity of the waves for which a solution is desired. ltt is self-consistently ob­

tained from (B.34) with the space-charge contribution H0 as calculated from the 

quasilinear dispersion relation. 

In figure 3.22 we compare the ensemble-averaged growth rates with the calcu-

lated growth rates of quasilinear theory and resonance-broadening theory for various 

launch levels A. In figure 3.22a the spectrum of figure 3.2 is launched with A= -22 

dB. The measured velocity distribution function is hardly distinguishable from the 

case where no waves are launched, shown in figure 3.3 (dashed). The solutions of 

the dispersion relation of QL theory and RB theory are almost the same because 

k' x ltt ~ 1. The measured growth rates agree well with the predictions except for 

very low and for very high phase velocities: at low phase velocities ( vPh;'.$3.65 x 106 
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m/s) the irregularities of the helix require fits over longer distances, at high phase 

velocities (vPh~4.85x106 m/s) the linear wave growth is obscured by the incomplete 

phase mixing. 

In figure 3.22b the spectrum of figure 3.2 is launched with A = -8 dB. 

The measured velocity distribution is shown in figure 3.27a. The growing solutions 

of the dispersion relations of QL theory and RB theory are slightly different. At 

high phase velocities where the space-charge term H9 becomes large, the calculated 

turbulent trapping length ltt is likely to be too small which in turn causes the growth 

rates to be too small also (see section 3.6.2). "Eyeball-Averaging" over the jitter 

at low phase velocities one might deduce that the measured and the calculated QL 

growth rates still agree with one another at low and at high frequency. In the central 

range of phase velocities, the measurements agree better with the prediction of RB 

theory than with QL theory. In this range, however, the steepness of the velocity 

distribution renders the phase-mixing assumption in the standard derivation of the 

quasilinear equations not applicable. Appendix D attempts to calculate the growth 

rates when the phase-mixing assumption is not made. The results for QL theory 

and RB theory are shown as thin lines. In both cases this leads to an increase in the 

predicted growth rates, such that the experimental growth rates agree reasonably 

with the predictions of the modified RB theory. 

In figure 3.22c the spectrum of figure 3.2 is launched with A = 0 dB. The 

measured velocity is shown in figure 3.3 (solid). The growing solutions of the dis­

persion relations of QL theory and RB theory are slightly different. Overall the 

experimental growth rates agree reasonably with the predictions of RB theory, and 

slightly worse with QL theory. Since the diffusion has washed out the high velocity 

falloff of the beam distribution, the phase-mixing assumption is justified. 

In figure 3.23a-c we compare the measured final growth rates for vanous 
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launch levels A with the predictions of QL theory and RB theory. We find that 

the agreement between the measured and the calculated growth rates is good for 

quasilinear theory except in the region of intermediate phase velocities. The agree­

ment with resonance-broadening theory is good except in the region of large phase 

velocities. For high phase velocities, however, RB might yield too low growth rates 

because of too small values of ltt. In figure 3.23d we show the products of growth 

rates and turbulent trapping lengths, k~ x ltt, for the three phase velocities of figures 

3.23a-c. If the product is larger than ~ 1, then QL theory and RB theory yield the 

same results. If the product is smaller than ~ 1, then it depends on the shape of 

the distribution function whether the predictions of QL theory and RB theory agree 

with one another or not. 

The ensemble-averaged growth rates is the key-calculation of many theories 

that are trying to describe the weak warm beam instability. The question that all 

the theories want to answer is whether mode coupling leads to zero order modifi­

cations. Therefore there is considerable interest in experimental measurements. As 

we have shown, our measurements are hampered by a number of caveats that influ­

ence the growth rate predictions. We are also by no means certain, that we have 

uncovered all systematic errors associated with measuring the velocity distribution. 

However, we tend to conclude from our experimental data, that mode-coupling in­

duced growth rate enhancement can only be possible close to saturation where the 

velocity distribution has changed and is likely to be small. . 
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3.6 Measurements of Diffusion 

In this section we measure two cases of the evolution of the beam veloc­

ity distribution, and compare it with calculations based on quasilinear theory and 

resonance-broadening theory. In the first case, we launch a broad spectrum of waves 

and a weak cold electron beam. The electron beam diffuses under the influence of 

the electric fields, but is too weak to react back on them. We calculate the diffusion 

coefficient from the spreading of the beam distribution, and find it to agree well with 

calculations based on quasilinear theory. The results of resonance-broadening theory 

are similar to the results of quasilinear theory, because l;;1;S I k~; I· 

In the second case we launch a stronger, warm beam, and measure the changes 

in the beam distribution during wave growth. We find that the measured beam 

velocity distribution at the end of the interaction region agrees only qualitatively with 

the calculated distribution based on quasilinear theory and resonance broadening 

theory. The difference between the predicted velocity distributions of QL theory and 

RB theory are small. Some of the disagreement between theory and experiment may 

be due to systematic errors in calculating the diffusion coefficient. 

3.6.l Linear Diffusion 

In this section a small cold test electron beam is used to measure the velocity 

diffusion caused by a launched broad spectrum of many randomly phased waves. We 

find good agreement between the measured diffusion coefficient and the quasilinear 

prediction for a wide range of electric field amplitudes and overlap parameter. In all 

cases the total wave power is much larger than the beam kinetic power, so that the 

back reaction of the test beam on the waves is small. 

The dashed line in figure 3.24 shows the measured velocity distribution of 

the cold test beam when no waves are launched. The beam current in this case is 
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only about 0.1% of the.current used in the weak warm beam instability. When a 

broad spectrum of waves with random phases is launched, the measured velocity 

distribution function changes. The shape of the launched spectrum of waves is very 

similar to the spectrum shown in figure 3.2 with N = 1024. The solid lines show the 

measured velocity distribution for different launch levels A. 

In all the cases, the measured beam distributions are well approximated by 

Gaussians, i.e. e-(v-vo)'f(v,)'. Best-fit Gaussians are shown in figure 3.24 as dotted 

lines and these fit the experimental distributions well. We use the mean v0 and the 

width Vu of the fitted Gaussian to completely characterize the normalized velocity 

distribution function. We denote the initial width of the beam by v~; it is the 

measured width when no waves are launched. 

Figure 3.25 shows the change of the width of the test beam ~vu 

as a function of the launch level A of the wave spectrum for different beam velocities. 

The change in Vu is proportional to the electric field strength, as can be seen by 

comparing the data points with the dashed line. Changing the launch amplitude of 

the spectrum changes the overlapp parameter [11]. In all cases, however, the overlapp 

parameter is greater than 50 where computer simulations predict the validity of 

quasilinear theory. 

We calculate a diffusion coefficient from the measured warming of the beam 

by solving the diffusion equation (B.18). The diffusion coefficient D( v, z) is approxi­

mately proportional to the square of the electric field of the wave with phase velocity 

Vph = v. Because the electric field is being damped by the lossy slow wave structure 

the diffusion coefficient can therefore be written as 

D(v, z) = D0(v)e-2•lk~'lz (3.40) 
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where k~i is the damping rate of the wave with phase velocity Vph = v and D0 (v) 

is the diffusion coefficient at z = 0. Using a Gaussian (centered at v0 and with 

width v~) as the initial velocity distribution, the solution of the quasilinear diffusion 

equation becomes: 

fo(v,z)= 1 e-(v-vo)'f(v~(z) 
J7rv;(z) 

(3.41) 

where the width of the electron beam vu(z) is given by 

2( ) = ( 0)2 + 2Do(v) (l - e-2•Jk~'I•) 
vu z vu Vo I k~i I . (3.42) 

Setting z = L to be the distance from the transmitter to the end of the helix and 

using the measured v~ and vu(L), we obtain the diffusion coefficient D0(v) at the 

launch position of the spectrum. 

From quasilinear theory we calculate the diffusion coefficient according to 

equation (B.13) (where we have neglected the space-charge term): 

2 Oi 

Dql( ) _ _:_ '°' I ( ) 
1
2 vkn 

v, z - 2 ~ En z ( - k0r)2 ( k0i)2 
mn WnVn+vn 

e2 1 
+ 27r-2 I En(z) 12 0 I l - O / O I lv~h=v . 

m w vph v9r 
(3.43) 

Here we use the measured values of the electric field En(z) and the average wavenum­

bers k~r and damping rates k~' of the first half of the beamless slow wave structure. 

Due to the damping of the waves, it is necessary to deform the Landau contour of 

the sum over the frequencies and include the pole of the wave-particle resonance. 

Using resonance-broadening theory, we calculate the diffusion coefficient ac-

cording to equation (B.34), where again we neglect the space-charge contribution Hq 

and set kn = k~. Because the turbulent trapping length, ltt, depends on the diffusion 

coefficient through equation (B.28), equation (B.34) has to be solved self-consistently. 

In figure 3.26 the measured diffusion coefficients, D0 ( v ), the quasilinear pre-

dictions, D•1(v,z = 0), and the resonance-broadening predictions, D•1(v,z = 0), are 
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Figure 3.26: Comparison of the measured test beam diffusion coefficient ( x) with 
QL theory (solid) and RB theory (dashed) 

shown versus beam velocity. They agree with one another over the range of the 

spectrum. 

3.6.2 Diffusion in the Weak Warm Beam Instability 

The measured beam evolution of the weak warm beam instability is well 

predicted by QL or RB diffusion from the measured electric fields. In this section 

we compare the measured velocity distribution with the velocity distribution func-

tion obtained from solving the diffusion equation where the diffusion coefficients are 

calculated from the measured electric field according to QL theory and RB theory. 

We solve the diffusion equation with the calculated values of the quasilinear and 

resonance-broadened diffusion coefficients from the measured wave amplitudes and 

the measured initial velocity distribution function. 

The diffusion coefficients at any position and velocity are calculated using 

equations (B.19) and (B.34). We obtain the growth rates by locally fitting straight 
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lines to the evolution of the ensemble-averaged spectrum and use the cold helix 

wavenumber k~r as an approximation for k~(z). As was shown when calculating 

the solution of the warm beam dispersion relation, the k~r approximation fails near 

the high velocity edge of the beam where k~ 2'. k~r. This renders the wave-particle 

resonance stronger and therefore overestimates the diffusion coefficient by up to 

50%. We also include the space-charge term Hq(wn)· Calculating Hq(wn) involves 

the local velocity distribution of the beam, and is also very sensitive to the value 

of kn(z). Rather than solving the dispersion relation at each position in z in order 

to determine k~(z) and Hq(wn), we find that Hq(wn) is not very sensitive to the 

shape of the velocity distribution. Therefore we use the values of Hq(wn) calculated 

from the final velocity distribution for the whole evolution. This procedure slightly 

underestimates the actual diffusion coefficient. 

With these approximations we calculate the QL and RB diffusion coefficient 

at every 50 mm using the measured electric field spectra for the evolution of the 

weak warm beam instability. At each position the diffusion coefficient is calculated 

at 75 different beam velocities spread equally over the width of the electron beam. 

The stepsize of the integration is chosen to be 50% of the stepsize where numerical 

instability sets in. The accuracy of the integration is monitored by calculating the 

total area under the velocity distribution function. In all cases it is 1 ± 0.02. 

Figure 3.27 compares the measured velocity distribution function at the end 

of the interaction region with the calculated distribution using the quasilinear and 

the resonance-broadened diffusion coefficient, for two different launch levels A. In 

figure 3.27a a launch level of -8 dB results in an intermediate state at the end of 

the interaction region. In 3.27b - which is the same case as shown in figure 3.3 -

saturation is reached with 0 dB launch attenuation. 

The measured beam distribution is qualitatively as predicted by QL and RB 
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Figure 3.27: Comparison of the measured beam velocity distribution (solid) at the 
end of the helix with calculation based on QL (dot-dashed)and RB theory (dashed) 
. a) launch level: -8 dB, b) launch level: 0 dB 

diffusion with little difference between the theories. The main systematic difference 

is that the actual beam is slowed down to velocities where there "should be" no waves 

according to the TWT dispersion relation. The cause of this effect is presently not 

understood. 



86 

3.7 Power 

In this section we compare the total power in the wave spectrum and the 

power lost in the helix structure with the power loss of the beam. We find power 

conservation to within 40%. 

The total wave power at the end of the interaction region L is calculated 

according to: 

(3.44) 

The total wave power lost in the wave structure is approximated by: 

(3.45) 

where we use the measured local damping coefficient k~0 (z). The total beam power 

is calculated from: 

Pbeam = nom fo00 

dvv3 Jo( V) (3.46) 

from the measured velocity distribution at the end of the interaction region. 

In figure 3.28 we show the wave power, the power loss in the helix and the 

beam power loss compared to the beam power if no waves are launched for different 

launch amplitudes A. We find power conservation to within 40% which is within the 

experimental accuracy of the measurements. 
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Figure 3.28: Conservation of power for different launch levels A. Beam power loss 
(x), total wave power (small<>), total power lost in helix support structure (small 
D), total wave power and total wave power lost in helix (D). 



Chapter 4 

Sideband Instability 

4.1 Introduction and Overview 

In this chapter we experimentally and computationally investigate the sta­

bility of a trapped electron state with respect to sidebands. This trapped electron 

state is similar to the states that result from a saturated beam-plasma instability or 

from wave saturation in TWTs and Free Electron Lasers (FELs). In theoretical in­

vestigations the distribution of trapped electrons is often approximated as a trapped 

"macro-particle". The focus of this chapter is a comparison between the observed 

properties of the growing sidebands in experiments and particle simulations and the 

predictions of parametric theories based on the trapped macro-particle model. We 

find that growing sidebands that approximately fulfill the sideband resonance and 

wavenumber matching condition are coupled in qualitative agreement with para­

metric theories. However, better quantitative agreement exists only between the 

experiment and particle simulations, indicating the limits of the macro-particle ap­

proximation. 

It is well known, both experimentally and theoretically, that the nonlinear 

motion of electrons in the field of a large amplitude plasma wave causes waves at 

nearby lower and higher frequencies to become unstable. These waves are called 

sidebands. Their growth was first observed by Wharton, Malmberg and O'Neil [69] 
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when launching a large amplitude wave in a Maxwellian plasma, and later verified 

in similar experiments [22, 13, 28, 66, 14]. Sideband growth has also been observed 

after saturation of a weak cold beam-plasma instability [5, 10, 42, 30, 15, 16], in 

FELs [68] and in high power TWTs [56]. Numerous authors have investigated the 

instability in computer simulations [36, 12, 41, 57, 33, 63]. In FELs the growth of 

these parasitic waves is one of the main mechanisms that limit the performance of 

the amplifier, since the waves can grow to amplitudes large enough to detrap the 

electrons, preventing further gain of the amplifier. There continues to be strong 

interest in the mechanisms and properties of the sideband growth. 

Historically two different theoretical approaches have been employed to de­

scribe the sideband instability. They differ from one another in their assumption of 

the dominant mechanism, and each idealizes the real situation accordingly. They 

are simply called the "quasilinear approach" and the "parametric approach". Here 

we mention both, even though in our investigation we compare our results only to a 

parametric theory. 

In the quasilinear approach [8, 9, 26, 55], one assumes that the sideband 

growth is mostly due to changes in the time-averaged velocity distribution. The 

trapping of electrons that causes a granulation of the velocity distribution in phase 

space is neglected. This model is successful in describing the sideband growth if 

a large amplitude wave is launched in a plasma [58], where often only one side­

band is observed. The large amplitude wave causes a beam-like perturbation in the 

velocity distribution. Waves whose phase velocities fall on the positive slope of the 

distribution grow on this perturbation similar to a beam-plasma instability and form 

the growing sidebands. Their dispersive properties, particularly their growth rates, 

are readily derived from a Landau-type calculation. The good agreement between 

experiment and calculation justifies the presumption that mode-coupling between 
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waves can be neglected. In this model, no phase relationship exists between the 

large amplitude wave and the sidebands. 

In the parametric approach[37, 24, 43] one assumes the opposite. The side­

band growth is due to trapped electrons and the granulation of the velocity distribu­

tion in phase-space. Effects associated with the time-averaged velocity distribution 

are neglected. This approach is useful for studying the stability of BGK states [3] 

that contain trapped electrons. The theoretical stability analysis of such a state 

then leads to a parametric coupling between the trapped electrons and the unstable 

waves. Kruer, Dawson and Sudan [37] treat the simplest BGK-state. They approx­

imate the trapped electron distribution with a single macro-particle trapped at the 

bottom of a large amplitude wave of constant amplitude. For this model they derive 

a dispersion relation for small amplitude waves (the sidebands) that are supported 

by motions of the macro-particle. Each root of the dispersion relation corresponds 

to a normal mode where the upper and the lower sidebands are coupled and where 

both have the same frequency separation from the frequency of the trapping wave. 

Obviously, approximating the trapped electron distribution with a macro-particle is 

very crude [43]. However, the macro-particle model is intriguing in its simplicity 

and physical insight, and thus warrants a detailed investigation of the predictions of 

the model. Such a study is the purpose of this chapter. We will sometimes refer to 

the macro-particle model by the acronym MPM, which - for good reason, given the 

authors - may also be interpreted as Maxwell-Prize(-Winner) Model. 

A particularly promising trapped electron state, for which the MPM could 

be useful, has been pointed out by Morales [43]. In computer simulations with 

a de electric field along the direction of propagation of an electron beam and a 

damped wave, he finds cases where the beam is partially trapped in the potential 

well of the wave. After a few trapping oscillations an asymptotic state of constant 

------- ---------------~ 
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amplitude is reached in which the energy gain of the trapped electrons in the de 

electric field balances the energy loss of the damped wave. He argues that the 

phase space structure of the trapped electrons is sufficiently localized so that one 

can approximate it with a macro-particle of some effective charge to which the KDS 

analysis can be applied. 

We will generate such a situation in experiments and in computer simulations. 

We investigate the properties of the growing sidebands both in the regime where the 

trapping wave amplitude has become constant, and in the regime where there are 

still some residual trapping oscillations. In both cases the velocity distribution is 

assumed to have become very granular in phase-space, so that using a parametric 

rather than a quasilinear approach is justified. 

The macro-particle model leads to a number of interesting predictions to 

which we compare our experimental results. (A derivation of the prediction of the 

macro-particle models for a TWT will be given in chapter 3.2). Until now, few of 

these features have been investigated in experiments. The theoretical macro-particle 

dispersion relation has roots that correspond to two growing sidebands; the maximum 

growth rates occur for sidebands of angular frequency w1,,, (the subscripts indicate 

lower and upper sideband) and wavenumber k1,,, that fulfill the "sideband resonance 

condition" ( 4.1) [63], given by: 

where the bounce frequency, WB, is given by 

-JekTET 
WB = . 

m 

( 4.1) 

(4.2) 

with VT the phase velocity and Er the electric field of the trapping wave. This 

is simply the requirement that the sideband frequency equals the electron bounce 

frequency, when Doppler-shifted into the frame of the trapped electrons. A num­

ber of authors have checked whether they observed the sidebands at the frequencies 
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predicted by ( 4.1) [22, 27] and whether their growth rates agree with the predic­

tions [66]. In general the agreement was within the (large) experimental error bars. 

The dispersion relation also makes predictions about the wavenumber shifts of the 

sidebands that have not been investigated before. In particular, it predicts that for 

each root of the dispersion the wavenumbers of the sidebands fulfill the following 

matching conditions: 

w1 +wu - 2wr (4.3) 

( 4.4) 

Each root of the dispersion relation couples the lower and the upper sideband in 

a "sideband normal mode", characterized by a particular relationship between the 

amplitudes and phases of the upper and lower sidebands. For the growing solution, 

the phase relationship is such that the two sidebands contructively interfere and 

drive the trapped electrons resonantly. The growing sideband normal mode of the 

KDS dispersion relation is a negative energy mode [63], so increasing the oscillation 

amplitude of the electrons leads to growth of the sideband amplitudes. A detailed 

physical model of the sideband growth mechanism is given by Tsunoda and Malmberg 

(TM) [63]. 

Tsunoda and Malmberg studied the phase relationship in detail in computer 

simulations for trapped electron states more complex and general than a single 

trapped macro-particle and found that the growing sidebands were still coupled 

and established a particular phase relationship with one another. They defined a 

new quantity, the (time-) "invariant phase", that conveniently measures the phase 

relationship between the trapping wave and the two sidebands. The focus of their 

analysis was the question whether this phase relationship had general relevance, and 

not whether the trapped particle model was quantitatively correct. Therefore, for 

example, they did not investigate the amplitude ratio between the sidebands for all 
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cases. As we will se, the invariant phase is just one property of the sideband normal 

modes. 

Related work was done by Dimonte and Malmberg [16], who did not limit 

themselves to small sidebands and studied the detrapping mechanism and DeNeef 

[14], who studied sidebands for very small sideband frequency separations where the 

trapped electrons were not able to distinguish the sideband frequencies within the 

interaction length. 

We have studied the evolution of the growing sidebands of small amplitudes 

in experiments and computer simulations for different cases of a dynamical trapped 

particle equilibrium and compared them with predictions of the KDS dispersion rela­

tion based on the macro-particle model. In our experiments the sideband frequencies 

are well separated from the trapping wave frequency such that the trapped beam 

electrons can distinguish their frequencies within the length of the interaction region 

L. This requires that 

(4.5) 

where L is the length of the interaction region, vf is the group velocity of the 

trapping wave and tiw,b = Wu - WT. 

Experimentally the trapped particle state is created by launching a wave of 

large amplitude that traps an almost synchronous cold electron beam. By applying 

an additional de electric field one can obtain a situation where a fraction of the 

beam electrons is trapped near the bottom of the trapping wave potential, and 

where the trapping wave propagates with constant amplitude or with some trapping 

oscillations depending on the launch level of the wave. Following Kruer, Dawson and 

Sudan [37] and Morales [43] we approximate the trapped electron distribution as a 

trapped macro-particle. We can then describe the trapped electron state with four 

parameters: 
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• the bounce frequency of the trapped macro-particle (reduced compared to the 

bounce frequency given by equation ( 4.2) because of the applied de electric 

field), 

• the effective beam plasma frequency (reduced compared to equation (2.17) 

because only a fraction of the beam is trapped), 

• the trapping wave frequency 

• the phase velocity of the trapping wave (reduced compared to v~ because of 

the trapped electrons). 

We derive the dispersion relation of the sidebands for the TWT in appendix E. It 

depends only on these three parameters and the helix dielectric. 

We study the evolution of the sidebands by launching a waveform with the 

arbitrary waveform generator, consisting of the trapping wave and two sidebands. The 

sidebands have equal frequency difference from the trapping wave but much lower 

amplitude. We establish that they evolve linearly. The spatial evolution of the side­

bands depends only on their amplitude ratio and their phase relationship (given by 

the invariant phase) at launch. However, for certain sideband frequency separations 

from the trapping wave, we find that after a distance of one to two trapping oscilla­

tion lengths the evolution of the sidebands is independent of their initial conditions. 

Thus the evolution can be characterized by a 

• constant and equal growth rate of both sidebands, 

• constant wavenumber shift of both sidebands, 

• constant amplitude ratio of the sidebands, 

• constant phase relationship between sidebands. 
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This is in qualitative agreement with the macro-particle model, since after some 

distance the growing sideband normal mode has outgrown all other modes, such 

that only its properties are being measured. 

We computationally simulate the evolution of the instability by following the 

orbits of the beam particles and find good agreement with the observed evolution. 

We find the maximum sideband growth for smaller frequency separations than pre­

dicted from the sideband dispersion relation. The quantities that characterize the 

experimentally growing sideband mode are only in qualitative agreement with the 

calculated values. With computer simulations that consider more idealized situa­

tions, that are not realizable experimentally, we establish that this discrepancy is 

due to the approximation of the trapped particle distribution with a macro-particle 

and not due to any peculiarities of the experiment. 

We do not find phase-lock between sidebands if the dispersion of the helix 

requires large wavenumber changes of the sidebands in order to fulfill the wavenumber 

matching condition, even though the MPM dispersion relation still predicts such 

sideband normal modes. We also do not find coupling between sidebands and a wave 

at the frequency of the sideband frequency separation, in contrast to an extension of 

the sideband dispersion relation to three waves. 

We also study the case where the trapping wave shows trapping oscillations, 

and we find coupling of the sidebands for certain sideband frequencies. All the quan­

tities that describe the sideband normal mode are observed to be spatially modulated 

with the wavenumber of the trapping wave oscillations. 

This chapter is organized as follows. In section 4.2 we introduce the main 

elements of the particle simulation and macro-particle theory. In section 4.3 we 

present the computational and experimental results for spatially constant trapping 

wave amplitudes and in section 4.4 for trapping wave amplitudes exhibiting trapping 
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wave oscillations. 
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4.2 Theory 

In this section we describe the core elements of our computer simulations that 

follow the individual electron orbits, derive expressions that relate the properties of 

the trapped electron distribution to the measurable quantities and formulate the KDS 

theory of the considered trapped electron state for spatial evolution. We introduce 

all quantities that we will be measuring in the following sections of this chapter. 

4.2.1 Nonlinear TWT Equations 

In appendix F we review the derivation of the nonlinear TWT equations that 

we will be using. These equations describe the one-dimensional interaction of an 

initially cold beam with many waves on a slow wave structure. The wave frequencies 

are assumed to be commensurate and the beam is described as a collection of charged 

particles of cylindrical shape (radius Tb) that can penetrate one another. The wave 

frequency components of the beam charge distribution couple to the helix normal 

modes through the transmission line equation (2.9). The particles of the beam 

generate space-charge forces through Poisson's equation (2.12). Their accelerations 

are determined from Newton's equation (2.6) and therefore retain the full nonlinear 

dynamics. The resulting equations are first order in the spatial distance from the 

transmitter and are solved by integration, starting with known initial conditions. 

This situation is exactly analogous to the experiment where the waves also have 

commensurate frequencies and completely defined initial conditions. 

4.2.2 Trapped Macro-Particle State 

Morales [43] pointed out that a BGK state where all the trapped electrons 

form a localized clump in phase space is very idealized and typically does not exist. 

Even for the cold beam-plasma instability where the trapping oscillations finally 
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subside due to phase-mixing, one cannot apply such a simple-minded model since 

the trapped electrons are not bunched in phase space. However, a BGK-like state 

with clumped trapped electrons can be reached in a situation where the plasma has 

some damping mechanism other than Landau damping and an external de electric 

field is applied to the electrons. In computer simulations he finds that deeply trapped 

electrons that cannot be accelerated in the de electric field transfer their energy gain 

to the wave and lead to an increase in wave amplitude. The wave power grows until 

a final state is reached where the wave power loss due to damping equals the power 

gain of the trapped electrons. This final state is characterized by trapped electrons 

bunched in phase space within the separatrix given by the trapping wave amplitude. 

The electrons that were not trapped initially are constantly being accelerated by the 

de electric field and create a high velocity beam. Since the interaction of the very 

fast, untrapped electrons with waves with frequencies close to the trapping wave 

frequency is negligible, he argues that this final state renders the MPM applicable. 

Within the framework of the traveling wave tube theory the final steady state 

for such a situation is found from energy and momentum conservation. Limiting the 

analysis to one wave and neglecting space-charge, one obtains from (F.7) and (F.8) 

for the conservation of momentum (all scaled quantities are introduced in appendix 

F) 
k k 

~[ 1 J d<f>oq+ A2] = _ 2A2d + 1 J d<f>oEdc 1 
dy 1 +Cb 27r 1 +Cb 27r ET 1 + Cq (

4
·
6

) 
0 0 

and for the conservation of energy 

~ [j
2

~ d<f>o q
2 
+(2de + b)A2 ] = _2d0 A2d + J

2

~ d<f>o Ede. ( ) 
dy 21!" 2 dy dy 21!" ET 

4
·
7 

0 0 

Steady state requires that the left hand sides of equations ( 4.6) and (4. 7) vanish. 

Following the analysis of Morales [43] and assuming that the trapped electrons form 

a macro-particle of zero spread in phase space one finds the following relations for 
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the final electric field amplitude E? of the trapping wave 

E oo2 
a· T kT' 2 = enoO'uoEdc 

k'f RT 
(4.8) 

and for the wavenumber 

k'F = k'f[l + (E:;)2 _ k~i ]. 
Ede k'f 

(4.9) 

O' is the ratio of the trapped electrons to the total number of electrons; it is a dimen-

sionless quantity between 0 and 1. RT is the interaction impedance of the trapping 

wave. Because not all the electrons of the beam are trapped, the beam plasma 

frequency is reduced by .Jli. The wavenumber shift, k? - k'f, is always positive 

and decreases the phase velocity of the trapping wave, even though the applied elec-

tric field is pulling on the electrons in the direction of the wave propagation. The 

asymptotic phase velocity v:; of the trapping wave is given by: 

oo_ WT 
VT= kT (4.10) 

The formed macro-particle is in a modified equilibrium state compared to 

the original KDS model. Due to the applied de electric field, the macro-particle's 

equilibrium position is shifted with respect to the trapping wave potential by 

t.e = arcsin(~;) ( 4.11) 

in the opposite direction of the externally applied field. The modified bounce fre­

quency, w'lf, of oscillations around this new equilibrium is given by: 

E 2 i. 

w1J' = WB[l - (E;)]' ( 4.12) 

This is not to be confused with an effective bounce frequency of the macro-particle 

of finite extend that is an average of the bounce frequency of electrons at different 

positions in the sinusoidal trapping well. 

Within the macro-particle picture this trapped electron state is now charac­

terized by four quantities: 
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• w'jf the modified bounce frequency of the trapped electrons, 

• ,jawp the beam plasma frequency of the trapped electrons, 

• Wr the trapping wave frequency, 

• v;; the modified phase velocity of the trapping wave. 

4.2.3 Macro-particle Model 

Kruer, Dawson and Sudan [37] in their sideband analysis argue that the main 

mechanism of the sideband growth is due to the presence of trapped particles in the 

potential well of the large amplitude wave. In Appendix E we apply their analysis 

to the spatial evolution of the instability on a TWT. Here we summarize the main 

steps of this derivation. 

Kruer, Dawson and Sudan simplify the trapped particle distribution with a 

macro-particle and consider the linear stability of an array of harmonically bound 

oscillators (with bounce frequency wB) that is moving with velocity VT through a lin­

ear background plasma. This is an analytically tractable stability analysis of a BGK 

equilibrium [25]. They require that the sidebands are self-consistently generated by 

the trapped macro-particles. This leads to a set of equations that couple waves of 

different frequencies and wavenumbers. They truncate the series by limiting the pos-

sible coupling to lower and upper sidebands of frequencies w and 2wT - w and arrive 

at two linear equations for the complex amplitudes of these two sidebands. The 

requirement to fulfill both equations simultaneously leads to a dispersion relation. 

For our case this dispersion relation is given by (E. 7): 

aw; [ w/kv'f (w - 2w'f)/(k - 2k'f)v'f] 
---~-----..,,. ~~...,.. + - 1 
(kv'f - w)2 - w~c2 fh(w, k) fh(w - 2w'f, k- 2k'f) -

(4.13) 

Here we have anticipated that we will study the asymptotic case predicted by Morales 

[43]. 
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For some frequencies, one can find roots of this dispersion relation. These 

roots correspond to growing or to damped sidebands. Both sidebands have the same 

growth rate k~b and their wavenumbers ku, k1 are related by: 

(4.14) 

Each root corresponds to a "sideband normal mode" with a particular relationship 

between the complex amplitudes of the upper and the lower sideband given by equa-

tion (E.8). 

E: = E*(k~,wu) = [kvT' Eh(k;w) ((w-kv:;')2 _ (wti)2) - l] = -o:eiB 
E1 E(k1 ,w1) Wp wP 

(4.15) 

We call o: the "sideband amplitude ratio" and show below that () is simply related 

to the "invariant phase" previously defined by Tsunoda and Malmberg [63]. 

Every wavenumber solution, k1,u, of the modified KDS dispersion relation for 

given sideband angular frequency, w1,u, corresponds to a "sideband normal mode" 

characterized by the following four quantities: the sideband wavenumber change 

relative to the trapping wave wavenumber (k/,u - k?,~)/M}', the sideband growth rate 

relative to the trapping wave wave number kf uf k!f" and the magnitude, o:, and phase, 
' 

(), of the ratio of the complex amplitudes of the upper to the lower sideband of the 

growing sideband mode. In this study we compare these four quantities with the 

experimentally measured values. 

The modulational phase 0 of the two sidebands is easily measured and has 

physical relevance. With our previous definition (2.1) of the phases and amplitudes of 

the complex electric field amplitudes we define our modulational phase in accordance 

with Tsunoda and Malmberg [63] as: 

0(z) - 2 * rPT(z, t)- <P1(z, t)- <Pu(z, t) (4.16) 

( 4.17) 
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It is time-independent because the frequencies of the upper and the lower sidebands 

are symmetric to the trapping wave frequency WT· 

( 4.18) 

( 4.19) 

If the upper and the lower sideband form a sideband normal mode, then their 

wavenumbers are related to one another through equation (4.14) with the wavenum­

ber of the trapping wave given by the asymptotic value of the steady state case. 

Using (4.15) we indeed find: 

8(z)=0-7r+2~8 (4.20) 

where we have included the change induced by the change of the equilibrium position 

of the macro-particle. We call 8 the "modulational phase", because one can show 

that the sum of the trapping wave and two small sidebands of equal amplitude ( 

I E1 I= l I ET J, I Eu I= l I ET I with l «: 1) can be written as: 

ET(z, t) + E1(z, t) + Eu(z, t) =I ET I (1 + lf) cos(,Po +lg) (4.21) 

where 

k - k1 q,o - q,o 
f - 2cos8cos(-8w.bt+ u 

2 
z+ u 

2 
1

) 

. o. ( ku - k1 </>
0 

- </>?) g - 2 Sill 0 COS -bWsbt + 
2 

Z + u 
2 

If 8 = 0, g vanishes and the sum of the three waves is amplitude modulated, if on 

the other hand 8 = 7r, f vanishes and the sum is frequency modulated. 
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4.3 Trapped State without Trapping Oscillations 

In this section we experimentally investigate a trapped electron state where 

the trapping wave amplitude does not show trapping oscillations. An external de 

electric field is applied of such magnitude that the trapping wave amplitude is fairly 

constant near the end of the interaction region. The experimentally observed evolu­

tion of the sidebands is in good agreement with computer simulations for different 

cases. Near the end of the interaction region we observe a growing sideband normal 

mode characterized by constant growth rates, wavenumber shifts, amplitude ratio 

and phase relationship of the sidebands. The predictions of the sideband dispersion 

relation are only qualitatively correct. 

In section 4.3.1 it is shown how a trapped electron state of nearly constant 

trapping wave amplitude can be created by applying an external de electric field 

to an otherwise damped wave. The measured evolution is compared with computer 

simulations and good agreement is found. Using conservation of momentum (4.6) 

we can calculate the trapped particle ratio er in good agreement with the computer 

simulation. 

In section 4.3.2 the measured spatial evolution of the sideband amplitudes 

and phases is shown for different initial conditions. We find good agreement between 

the measured evolutions and computer simulations. The evolution of the sidebands 

depends on the amplitude ratio and the initial value of the modulational phase. 

After about one to two trapping oscillations the sidebands are found to grow inde­

pendently of their initial conditions and can be characterized by a constant growth 

rate, wavenumber shift, amplitude ratio and modulational phase. This is in agree­

ment with the sideband dispersion where some distance away from the transmitter 

the growing sideband normal mode is able to become dominant. We focus on the 

evolution of the modulational phase in order to decide whether we obtain a side-
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band normal mode near the end of the interaction region. For some singular initial 

conditions we do not see "phase-lock" (modulational phase spatially constant and 

independent of its initial values) near the end of the interaction region. Within the 

trapped particle model we argue that for those cases the growing sideband mode 

was launched too low to be able to outgrow the non-growing sideband modes by the 

end of the interaction region. We observe phase-lock for a range of frequencies for 

different trapping wave amplitudes. 

In section 4.3.3 we compare the experiments with computer simulations that 

follow the many beam particles and find good agreement. 

In section 4.3.4 the characteristics of the experimental and computational 

sideband growth are compared with the predictions of the macro-particle model. 

The frequency regime for which we experimentally find phase-lock corresponds to a 

lower bounce frequency than predicted from the macro-particle model. The values 

of the growth rates, wavenumber shifts, amplitude ratio and modulational phase 

only qualitatively agree with the experimental values. Reducing the value of the 

bounce frequency used in the sideband dispersion leads to better agreement. We 

show that in contrast to the macro-particle model and the sideband dispersion we 

find phase-lock only for certain regions of the helix dispersion relation where the 

required wavenumber shifts of the sidebands are small. An extension of the sideband 

dispersion relation to three waves predicts coupling and a large wavenumber shift of 

the difference wave. We do observe a difference wave; it is, however, not phase-locked 

to the sidebands and the trapping wave, because its wavenumber shift is small. It 

therefore cannot be explained within the frame-work of the macro-particle model. 

In section 4.3.5 we establish that the found discrepancies between the ex­

perimental observations and the predictions of the sideband dispersion relation are 

caused by simplification of modelling the trapped particle distribution with a macro-
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Figure 4.1: Spatial evolution of the trapping wave experiment (solid), com­
puter simulation (dashed), wave on beamless helix (dotted). Parameters are: 
IT = 55.5MHz, h = 48µA, V,, = 46.5V. 

particle. 

4.3.1 Creating a Trapped Electron State 

Experimentally, the mono-energetic electron beam is trapped by launching 

the trapping wave at about the saturation level of the cold beam instability. At 

the position of the transmitter, the electron beam velocity approximately equals 

the phase velocity of the trapping wave. Tsunoda and Malmberg [62] showed that 

the largest growth rates of a wave due to trapped electrons that are subject to an 

externally applied de electric field occur if the wave is launched at a high level and 

initially traps a large fraction of the electron beam. For such high launch values 

of the trapping wave we find that the initial trapping oscillations are small and 

that a state of constant wavenumber shift and constant amplitude can be reached 

within the length of the interaction region. This can be seen in figure 4.1 where the 

solid line shows the experimentally observed spatial evolution of the electric field 
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amplitude of the trapping wave when an accelerating de electric field is applied and 

the initial velocity of the electron beam equals the phase velocity of the trapping 

wave. For z > l.5m we assume that an asymptotic trapped particle state has been 

reached and we approximate the measured field amplitude with its averaged value of 

Ef = 182V /m. This value is shown as a thin line in figure 4.1. Near the end of the 

helix the trapping wave still shows some amplitude modulations by about 1.5 dB. 

They are caused by the spatial dependence of the wavenumber and damping rate 

in the beamless helix and by space-charge effects that prevent a steady-state. We 

find good agreement with our computer simulations only if we use the local values 

of wavenumber and damping rate and keep the space-charge term. The result of the 

computer simulation is shown as a dashed line and agrees well the experiment. The 

dotted line shows the wave damp by about a factor of 2.5 over the length of the 

interaction region in the beamless case. 

In figure 4.2a we show the calculated phase space distribution of the elec­

trons and in figure 4.2 its velocity histogram. It can clearly be seen that the electron 

distribution consists of a trapped and an untrapped portion. The untrapped elec­

trons have been accelerated by the de-electric field to high velocities and therefore 

no longer resonate with the trapping wave. In fact, by the end of the interaction 

region the untrapped electrons have velocities higher than the highest phase veloc­

ity of the helix waves (vvh R:J 5.5 x 106 m/s). Therefore they cannot contribute to 

wave-particle resonances. The separatrix of the trapping wave calculated from the 

average electric field Ef is shown as a dashed line. Since an electron experiences 

the trapping wave potential and the applied de field, the effective separatrix of the 

trapping wave is distorted. It is shown as a solid line. The location of the mini­

mum of the effective wave potential is marked with a cross x. It is at velocity vf 

(calculated from equation (4.10)), that is slightly smaller than the phase velocity v~ 
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on the beamless helix, and at the phase t:,.() (calculated from equation (4.11)). We 

find that most of the electrons, that have not been become run-aways, are confined 

within the effective separatrix. The trapped macro-particle model approximates this 

trapped distribution with one macro-particle of effective charge, mass and certain 

location. The diamond <> in figure 4.2 marks the location of the center of mass of 

the trapped distribution. It is located close to the minimum of the effective potential 

( x ). Therefore we conclude that we can use equations ( 4.10) and ( 4.11) to obtain the 

center of the macro-particle in phase space. With our experimental setup it is not 

possible to measure the position of the electrons in phase-space. But we can measure 

the time-averaged axial energy distribution at the end of the interaction region and 

compare it to the simulation results. This is done in figure 4.2b for the case shown 

in figure 4.1. The dashed line shows the time-averaged velocity distribution function 

obtained from the simulation for the parameters of the case shown in figure 4.1. It 

is simply the histogram of the phase space distribution shown in a). The agreement 

between the experiment and the results of the simulation is reasonable. The shaded 

region marks the region of trapped electrons given by the effective trapping wave 

potential. Since the electrons are bunched within the separatrix of the effective po­

tential and since the potential is only slightly distorted one can approximate the 

region of trapped electrons from v~ ± JeEif' /mkif'. 

We characterize the final trapped electron state with the modified bounce 

frequency w~c, the final phase velocity vif' and the effective beam plasma frequency 

fowp in addition to the trapping wave frequency fT· The final electric field am­

plitude of the trapping wave Elf' and its wavenumber shift bkif' can be measured 

directly. The trapped electron ratio can be inferred from the time-averaged energy 

distribution function (the fraction of the shaded area to the total area) and from en­

ergy (4.9) and momentum conservation (4.8). In figure 4.3 the values of a calculated 

L_ ________ _ 



108 

... 
3 
* ...., 
'O 
I 

,......., 
s 

......... 
rll 

'° I 
0 
.-I ..__. 

-0 ..... 

7T 

\ 
\ 

' ' ' ' -7T 
1.0 

b) 

0.5 

0.0 
3 

0 0 

0 \ 0 

' ' 0 
0 I 

0 I 
I 
I 

0 
( 0 

( 

I 
I 0 

"' I 

"' 
0 

"' ' 
, 

experiment 
simulation 

(j 

I 

4 5 

Electron Velocity v 

0 

0 

0 
00 

00 

0 0 

0 00 °0 

0 
oo 

8 
0 

%0 

0 

0 

00 
cc, 

I -, 

7 

I 
I 
I 
I 
I 
I 
I 
I 
\ 

0 

'-

Figure 4.2: a) Phase-space plot of the electrons of the simulation. Dashed line is 
separatrix of trapping wave amplitude E!f = 182V /m, solid line is separatrix dis­
torted by Ede· xis center of trapped electrons from (4.10) and (4.11). <>is center of 
trapped electrons from simulation. b )Time-averaged axial velocity distribution func­
tion at the end of the interaction region of the case shown in figure 4.1. Experiment 
(solid), simulation (dashed). The shaded area approximately marks the electrons 
trapped in the wave trough. 
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from ( 4.8) and ( 4.9) are compared with the actual fraction of trapped electrons u0 , 

derived from computer simulations for different cases. It is obvious that the trapped 

electron ratio based on momentum conservation (4.8) agrees well with the trapped 

electron ratio of the computer simulation, whereas the trapped electron ratio based 

on energy conservation does so only in the limit of small u. This shows that the 

macro-particle approximation of the distribution of trapped electrons approximately 

preserves momentum conservation but violates energy conservation. Therefore we 

use the momentum conservation ( 4.8) to calculate the trapped electron ratio u from 

the measured values of the applied de electric field, the final wave amplitude and 

beam current. The ratio of the shaded area to the total area under the velocity dis­

tribution function is the trapped electron ratio u and agrees with the value derived 

from equations (4.8) within 20%. 



110 

4.3.2 Evolution of the Sidebands 

In this section we investigate the properties of sidebands for such a trapped 

electron state. The sidebands are launched with equal frequency separations from 

the trapping wave and small amplitude. Experimentally they are launched at the 

same position as the trapping wave and in a manner described in section 2.2 making 

it possible to choose particular initial values of the phases and amplitudes of the 

sidebands. The focus of this study is the sideband evolution well before detrapping 

of the electrons occurs, while the perturbations of the trapped electron orbits are 

still small. This region is given experimentally where the evolution of the sidebands 

depends only on the ratio of the sideband amplitudes to each other and not to the 

trapping wave amplitude. Such a situation could arise from sideband growth from 

noise if the interaction region was long enough so that the fastest growing sidebands 

could become dominant over the background noise. 

We find that for small enough sideband amplitudes the evolution of the side­

bands depends only on the sideband amplitude ratio a and the modulational phase 

0. For a certain band of sideband frequencies we observe that the sidebands evolve 

differently depending on the initial values of amplitude ratio and modulational phase 

but in such a manner that close to the end of the interaction region their amplitude ra­

tio and their modulational phase are independent of their initial values and spatially 

constant. Also growth rates and wavenumber shifts are approximately independent 

of the initial waveform and constant. This is in agreement with the sideband disper­

sion relation based on the macro-particle model where the growing sideband normal 

mode outgrows the other modes by the end of the interaction region. Singular cases 

where this is not the case arise for particular values of the initial amplitude ratio and 

modulational phase and can be interpreted as situations where a nongrowing mode 

of the sideband dispersion relation is being launched. Outside this band of sideband 
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Figure 4.4: Spatial evolution of the sidebands for different launch amplitudes. For 
thin lines sidebands are launched 50% lower. Same parameters as in figure 4.1, 
fT = 55.5MHz, .6.f = 14.06MHz, 0(z=0) = 7r, a(z=O) = 1. 

frequencies we do not observe phase-locking, however, at least one of the sideband 

is growing. 

Linear Perturbation of the Electron Orbits 

The spatial evolution of the sidebands studied depends only on the launch 

value of the sideband amplitude ratio and the modulational phase. 

The thick lines in figure 4.4 show the spatial evolution of the sidebands and 

the trapping wave amplitudes for a case where the sidebands are launched with 

equal amplitudes and a modulational phase of Jr. This launched waveform could be 

described as a frequency modulated wave. 

In a second experiment, the sidebands are launched by a factor of 2 smaller. 

Their evolutions are shown in figure 4.4 as thin lines and track the evolution of the 

sidebands of the first case with a 6 dB offset. From this, one can conclude that the 

perturbation of the electron orbits is linear and that the KDS theory is applicable. In 
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general, this is true for sidebands smaller than the trapping wave by about a factor 

of 20 throughout the interaction region. 

We also find that changing the initial phases of the sidebands but keeping 

the modulational phase and the amplitude ratio of the sidebands constant does not 

change the evolution of the sidebands. This is expected from the simple expression 

for the superposition of the trapping wave and the sidebands (4.21). 

Sample Sideband Evolution 

In figure 4.5 we show the experimentally observed spatial evolution of the 

amplitudes and phase shifts of the trapping wave and the sidebands for 0(z = 0) = 7r 

and a( z = O) = 1. The launch levels of the sidebands are the same as for the larger 

amplitude case in figure 4.4. It shows that at some distance from the transmitter 

the growth rates of the sidebands are equal and constant, their amplitude ratio is 

constant, their wavenumber changes are constant and the modulational phase is 

constant in agreement with the macro-particle model where the growing sideband 

normal mode has outgrown the non-growing sideband normal modes. 

In figure 4.5a we see that, in the second half of the interaction region for 

z > 1.5m, the sidebands are growing at approximately the same constant rate. A 

straight line fits well to the spatial evolution of the logarithm of the amplitudes and 

yields growth rates of k~ ~ 0.23m-1 for the upper and kf ~ 0.20m-1 for the lower 

sideband. Because the growth rates of the sidebands are approximately the same, 

their amplitude ratio stays nearly constant, a~ 1.7. In figure 4.5b we see that the 

phase shift of the trapping wave is approximately linear with distance for z > lm, 

corresponding to a spatially constant wavenumber change 8k'f' ~ 1.2m-1
• This is 

another confirmation (in addition to the constant trapping wave amplitude) that an 

asymptotic trapped particle state has been reached. For distances z > 1.5 m the 
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phase shift of the sidebands is also linear, therefore their wavenumber changes are

also spatially constant, al Ps' —1.1II1-1, 5It 1.3m-1. We show the linearity of the

phase shifts by the good fit to straight lines between z = 1.5 m and z = 2.35 m. In

figure 4.5c we see that the modulational phase is spatially constant with e —0.47r.

Dependence on 0(z = 0) and a(z = 0)

We find that the initial evolution of the sidebands depends on the initial

value of the modulational phase and the sideband amplitude ratio, near the end of

the interaction region, however, the values of the sideband growth rates, amplitude

ratio, wavenumber change and modulational phase are independent from the values

of a(z = 0) and 0(z = 0).

In Figure 4.6 we show the spatial evolution of the sidebands for different

launch values of the modulational phase 04(z = 0) but constant initial sideband

amplitude ratio a(z = 0) = 1. Figure 4.6a shows the evolution of the sideband

amplitudes for an initial value of the modulational phase 9(z = 0) = 0., but the

same value a(z = 0) = 1. The trapped particle state is the same and the sideband

frequency separation are the same as in figure 4.5. The initial conditions correspond

to an amplitude modulated wave. Even though the initial evolution if different, the

growth rates of the sidebands are approximately the same after z 1.5m. Straight

line fits yield growth rates of 14 = 0.19m-1 and 14, = 0.22m-1, a Pt,' 0.15. They

approximately agree with the previously obtained values. Figure 4.6b shows the

measured phase shifts. They are approximately linear with distance for z > 1.5m and

the changes of their wavenumbers agree with the previous values, al =

= 1.1m-1. In this case the value of the modulational phase 0(z = 0) was

changed by changing the initial phase of the lower sideband 0°. Had we have changed

any other phase such that the modulation phase still was 0(z = 0) = 0, then the
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evolution of the sideband amplitudes and phases would have been the same, safe an

offset in the sideband phases. Figure 4.6c shows the evolution of the modulational

phase for this case (thick line, labeled "(a)") and for three different initial values.

The case labeled "(c)" corresponds to the frequency modulated case shown before in

figure 4.5.

In Figure 4.7 we show the spatial evolution of the sidebands for different

launch values of the amplitude ratio a(z = 0) but the same modulational phase

0(z = 0). Figure 4.7a shows the evolution of the sideband amplitudes for a(z =

0) = 1, 2 and 4. and modulational phase Cl(z = 0) = 0. The trapped particle state

is the same and the sideband frequency separation are the same as in figure 4.5.

Even though the initial evolutions are different, the growth rates of the sidebands

are approximately the same after ZR.,' 1.5m. Straight line fits yield growth rates that

approximately agree with the previously obtained values. Figure 4.7b shows the

measured phase shifts. They are approximately linear with distance for z > 1.5m

and the changes of their wavenumbers agree with the previous values, bki =

= 1.1m-1. In figure 4.7 we see that also the modulational phase changes again

to the same final value as before.

These measurements are easily explained within the framework of the KDS

theory. At z = Om different sideband normal modes are excited. The growing

sideband normal mode with its particular phase and amplitude relationship outgrows

the other modes, becomes dominant, and finally emerges as the only measured mode.

This mode is characterized by a certain value of the modulational phase, and also

by a certain ratio of the sideband amplitudes, growth rates and wavenumber shifts.

This description presumes that the trapped particle state already exists at z = Om.

In our experiment, however, it first needs to be established. Therefore the initial

evolution of the sidebands is not simply a superposition of growing and non-growing
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sideband normal modes.

Theory suggests that the modulational phase is to be treated on equal footing

with the sideband growth rates, their wavenumber shifts and the amplitude ratio.

We did not find consistent evidence that the modulational phase has importance

beyond the regime of linear perturbations of the electron orbits. However, of the

four quantities that describe a sideband normal mode of the KDS dispersion relation,

the modulational phase is the most readily derivable quantity, and we use it in the

following as an indicator of whether the macro-particle model is applicable or not.

Non-growing sideband modes

There can be launched waveforms with particular values of the modulational

phase and sideband amplitude ratio for which the growing sideband normal mode is

excited much less than the non-growing sideband normal modes. Then the growing

mode may not have outgrown the other modes, even at the end of the interaction

region. The spatial evolution of such a case is shown in figure 4.8. The beam pa-

rameters and the trapped electron state are the same as in figures 4.5, but the initial

values of the modulational phase and amplitude ratio have been chosen differently.

For these values the sidebands do not grow, and the modulational phase does not

evolve to the same final and constant value as in the other cases (figures 4.6 and 4.7).

Similarly the sideband amplitude ratio and the wavenumber shifts are not constant

close to the end of the interaction region.

Modulational phase for different sideband frequencies

In order to show whether the modulational phase evolves to the same values

for different initial conditions at other sideband frequencies, we define the upper and

the lower limits of the measured modulational phase, 0„,a,(z) and 0,,„(z), and its
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"width" 68(z) F. Omar(Z) — Omtn(Z), for four different initial values 0(z = 0) spread

equally over 2r. The value of a(z = 0) is chosen such that the growing sideband

normal mode has outgrown the other modes by the end of the interaction region ,

typically a = 2. In figure 4.6c 0,,,,,,(z = 1m), 0,,,,,x(z = 1m) and 60(z = 1m) are

indicated for clarification. Figure 4.9a shows the spatial evolution of 50(z) for a few

different sideband frequency separations bf,b. For sideband frequency separations

from Sfsb = 12.5 MHz to Sf8b = 17.0 MHz the width of the modulational phase 50(z)

becomes very small, i.e. the modulational phase approaches the same final value 0"

independent of its initial values. We call this region of frequencies a "resonance"

where the growing sideband normal mode has outgrown the non-growing modes. We

define a resonance region of the modulational phase if 50(z = 2m) < 2r/10 1 and

compare the measured values of a, bki,t, and 0 in this region with the theoretical

predictions in the next section . Figure 4.9b shows the values of 0„.40,r(z = 2.1m)

and 6.(z = 2.1m) versus the sideband frequency separation 'Vat,. For sideband

frequency separations fromb f sb = 12.5 MHz to 61,6 = 17.0 MHz the final value of the

modulational phase is relatively well defined. It shows a slight frequency dependence.

Resonance for different trapping wave amplitudes

We measure the region of sideband frequency separations for which we find

a modulational phase resonance for different trapping wave amplitudes. Trapped

electron states of different trapping wave amplitude are created by simultaneously

changing the launch amplitude of the trapping wave, the beam current and the ap-

plied dc electric field. In all cases the trapping wave amplitude is spatially constant,

with deviations smaller than 1.5 dB near the end of the interaction region. These

trapped electron states are investigated by launching sidebands at different frequency

'For frequency separations ofi,b where we do not find a resonance, we cannot conclude that no
growing sideband mode exists, but only that it has not outgrown the other modes.
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separation from the trapping wave and with different initial values of the modula-

tional phase. In figure 4.10 we plot the largest and the smallest sideband frequency

separation 5.136 for which we still observe a resonance of the modulational phase for

different trapping wave amplitudes. We find that the frequency separation of the

resonance is increasing with trapping wave amplitude.

4.3.3 Comparison with Computer Simulations

In figure 4.11 we compare our experimental measurements with our computer

simulations. We find fairly good agreement.

The nonlinear, multi-wave TWT equations are reviewed in appendix F. We

solve them numerically by integration with the initial values by the measured initial

amplitudes and phases. The frequency ratio of the upper sideband to the trapping

wave frequency of the experiment is well approximated by a rational number of

small denominator / (see appendix F). In the integration it is necessary to use the

actual local wavenumbers and damping rates of the beamless helix in order to obtain
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good agreement. The plasma frequency reduction factor is obtained from figure 2.5.

We find that the wavenumber change of the trapping wave is very dependent on the

space-charge term, i.e. the plasma frequency reduction factor P. We sometimes need

to adjust Pq by as much as 25% from its value determined from the fit of figure 2.5

in order to obtain the same wavenumber shift as in the experiment. In addition, the

sideband amplitudes and trapping wave amplitudes are sometimes adjusted within

the experimental error. Typically we solve the equations with 100 beam particles

per wave trough.

The thick lines in figure 4.11 are the experimental measurements shown be-

fore. The thin lines are the results of our computer calculation. The calculated

amplitudes agree reasonably well with the measurements of the sideband ampli-

tudes. The calculated phase shifts and the modulational phase do not well agree

with the measurements. However, the computer calculations also show the modula-

tional phase resonance.

4.3.4 Comparison with the KDS Model

In this section we compare the experimentally determined properties of the

growing sideband mode with the predictions of the macro-particle model and with

computer simulations of the evolution. In general, we find qualitative agreement

between the predictions of the macro-particle model and the experiment and slightly

better quantitative agreement between the computer simulations and experiment.

In particular, we find for the

• location of the resonance that the macro-particle model predicts the fastest

growing sidebands at larger sideband frequency separations than the experi-

ment,



125 

• properties of the growing sideband normal mode that observed growth 

rates, wavenumber shifts and modulational phase are smaller than predicted, 

• dependence on the helix dispersion that we experimentally observe a 

modulational phase resonance only if the required wavenumber changes of the 

sidebands are small, whereas there is no such requirement in the sideband 

dispersion relation, 

• difference wave (wave at the frequency difference of upper sideband - trap­

ping wave) no coupling to the sidebands, whereas the macro-particle model 

predicts coupling. 

Location of the resonance 

According to the KDS macro-particle model the growing sideband modes 

have the maximal growth rates if the sideband resonance condition ( 4.1) is fulfilled. 

Tsunoda and Malmberg found this for a case where it was assumed that the group 

velocity and the wave-beam coupling of all three waves was constant [63]. We use this 

relation to obtain a value of the bounce frequency of the trapped electron distribution 

in the experiment according to 

( 4.22) 

where we use the measured values of the sideband wavenumbers. We calculate the 

"sideband bounce frequency" /~' 1 for the sidebands for which we find the maximum 

growth rate. We compare it with the "modified bounce frequency" f~c of a trapped 

macro-particle trapped when a de electric field is applied. Its value is calculated from 

equation ( 4.12) for the electric field amplitude of the trapping wave E!f'. In figure 

4.12 the two bounce frequencies are compared with one another. The experimentally 

determined bounce frequencies are smaller than the predictions from the trapped 
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macro-particle model. This is probably due to the trapped particle distribution 

having finite extend in phase-space, as seen in figure 4.2, so that it is not reasonable 

to use a harmonic trapping potential. Experimentally we find that 

( 4.23) 

Properties of the growing sidebands 

The growth rates and wavenumbers shifts of the sidebands are obtained by 

fitting straight lines to the measurements of the logarithms of the amplitudes and 

to the phase shifts; the values of the modulational phase e and amplitude ratio a 

are the spatial averages of the quantities within the region where the modulational 

phase is equal and fairly constant for different initial values. We fit the straight 

lines to the case where the amplitudes of the sidebands are the largest, so that the 

other (non-growing) sideband modes can be assumed to be very small. The crosses 
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in figure 4.13 show the experimental measurements. 

We use the same procedure to obtain the properties of the growing sidebands 

for the computer simulations. The calculated values are shown as diamonds in figure 

4.13. The frequencies are normalized to the trapping wave frequency, i.e. the data 

of the lower sideband is shown on the left side of the plot, and the data of the upper 

sideband is shown on the right side of the plot. In the model the k', e and a are 

the same for lower and upper sideband frequency, in the experiment only 8 and a 

are necessarily the same for upper and lower sideband. 

The predictions of the sideband dispersion relation of the macro-particle 

model are obtained by numerically finding the growing solutions of equation ( 4.13) 

for a given frequency. We find two growing solutions; in figure 4.13 we only plot 

the solution with the larger growth rates. The modified bounce frequency, the beam 

plasma frequency of the trapped electrons and the phase velocity of the trapping wave 

are obtained from the experimental measurements as described in section 4.3.1. The 

dashed line shows the frequencies of the sidebands as expected from the sideband 

resonance condition (4.1). It agrees well with the maximum growth rate of the upper 

sideband of the sideband dispersion relation. The horizontal dashed line in the top 

plot is wavenumber shift of the trapping wave. We see that for maximum growth 

rate, the upper sideband wavenumber change equals the wavenumber change of the 

trapping wave (intersection of the two dashed lines).The experimentally determined 

properties do not agree with the prediction of the dispersion relation. The wavenum­

ber shifts are too small, but are in the predicted direction. The growth rates are too 

small by at least a factor of 2.5. The modulational phase has the same frequency de­

pendence but is more negative. Only the sideband amplitude ratio of the experiment 

for the sidebands with largest growth rates agrees with the predictions. 

If we artificially reduce the bounce frequency and the trapped electron ratio 
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we obtain a slightly better agreement in 4.14. This reduction might by justified by 

arguing that only the particles trapped near the bottom of the well are involved in the 

sideband instability and that some adjustments have to be made for the sinusoidal, 

rather than harmonic trapping potential. In figure 4.14 we plot the growing sideband 

modes for u = 0.3 and w~c /wT = 0.1. 

Dependence on the dispersion relation 

The sideband dispersion relation of the macro-particle model has growing 

solutions for a wide range of background (helix) dielectric functions th(w, kw)· In 

particular, there is no requirement on the group velocity of the waves in regions 

where one looks for sidebands. As was pointed out before, a characteristic property 

of all solutions of the sideband dispersion is that 

2k'T - k~ - k/ = 0, (4.24) 

which makes the modulational phase spatially independent. Notice that, in contrast, 

the background dispersion does not have the same property, i.e. in general 

( 4.25) 

If k'T = k!f then the expression on the l.h.s. vanishes only if the group velocity 

is constant. Therefore in the experiment, in order for the modulational phase to 

become spatially independent, the wavenumbers of the sidebands have to change 

by a total amount given by !1k. Obviously, this amount depends on the trapping 

wave frequency, the sideband frequency separation and the wavenumber shift of the 

trapping wave 6k'T = k'T - k![. 

In the figure 4.15 we plot !1k/kfJ/ for a particular value of 6kJP = 0.9m-1 

in form of contour lines for various values of the trapping wave frequency fT and 

the sideband frequency separation 6fsb· The crosses mark experiments where we 
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have observed a resonance of the modulational phase, i.e. the sidebands in these ex­

periments adjusted their wavenumbers such that equation ( 4.24) was fulfilled. The 

crosses occur only where the required total wavenumber change is small. Since a 

spatially constant modulational phase is equivalent to phase-lock between the side­

bands, we therefore find that we observe phase-lock only if the wavenumbers of the 

sidebands do not have to change much from the values given by the helix dispersion. 

In those cases where we do not observe phase-lock, the sidebands may still be grow­

ing, however, there will not be a region where the initial conditions are no longer 

important, and the growing sidebands do not form a sideband normal mode. 

Evolution of the difference wave 

Near the end of the interaction region, we not only observe the three launched 

waves but also nonlinear product waves. The strongest of those has a frequency equal 

to the frequency difference between the trapping wave and one of the sidebands. It is 

not phase-related to the other waves, and cannot be explained within the framework 

of the KDS model. 

The spatial evolution of the "difference" wave is shown in figure 4.16 with 

a thick line. (For this case the sidebands evolve as shown in figure 4.5). Close to 

the transmitter the difference wave growth is rapid, but diminishes with distance. 

The thin line in figure 4.16 shows the calculated evolution of a computed case when 

four waves interact with the beam and the difference wave is launched with an 

initial amplitude 40 dB below the initial amplitude of the sidebands. The agreement 

between the computer simulations and the experiment is reasonably good. 

An obvious extension of the KDS theory is to include the difference wave 

in the linear system of equations that describe the coupling between the different 

frequencies of the electric field in equation (E.6). This leads to a 3 x 3 rather than 
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Figure 4.15: Contour plot of the cumulative wavenumber changes of the side­
bands required to obtain a spatially independent modulational phase. The nonlinear 
wavenumber shift of the trapping wave is bk'f' = 0.9m-1 . The crosses are exper­
imental conditions for which the growing sideband mode with spatially constant 
modulational phase was observed. 

a 2 x 2 matrix. Setting the determinant to zero yields a dispersion relation for 

the sidebands and the difference wave. For the sidebands, the growing solution is 

almost identical to the growing solution of the original dispersion relation. For the 

difference wave it predicts a growth rate that equals the growth rate of the sidebands, 

kb = kf = k~, and a wavenumber shift such that not only fv + f1sb = fr but also 

kv+k/=k'f'. 

From figure 4.16 we find that the growth rate of the difference wave between 

z = l.5m and z = 2.3m is kb ~ O.Jm-1, compared to kf ~ 0.2m-1 . Its wavenumber 
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Figure 4.16: Evolution of the difference wave at f = 14.06MHz for four different 
values of the initial phase of the upper sideband. Equal patterns correspond to the 
same initial conditions. Experimental parameters are the same as in figure 4.5 

shift is 8k'[;, ~= 0.5m-1, compared to a predicted value of kif' - k[ - k'JJ ~ 16.sm-1 . 

The predicted values of the growth rates and phase shifts from the macro-particle 

model are shown as dashed lines. We also find that its evolution is independent of 

the phases of either the upper or the lower sideband 2 . 

4.3.5 Single Particle versus Macro-Particle 

This section compares the properties of the growing sidebands in computer 

simulations of idealized situations with the predictions of the KDS dispersion rela-

2Due to small nonlinear coupling of the launched waves in the launch circuitry the difference 
wave is launched together with the other waves. Its initial amplitude is at least 40 dB below the 
amplitude of the lower sideband and its initial phase is coupled to the lower sideband. This coupling 
only determines the initial phase; it does not extend into the nonlinear regime. 
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tion. Idealized means that we neglect space-charge effects, the spatial dependence 

of the wavenumbers and damping rates of the beamless helix and higher order cor­

rection in the beam-helix coupling (see appendix F). Otherwise the helix dispersion 

relation and its frequency dependent interaction impedance is used. The trapped 

electron states investigated are steady states that are the result of the interaction 

of an externally applied de electric field with the trapped electrons as described in 

section 4.3.1. Steady states consisting of single macro-particles per potential trough 

of the trapping wave or consisting of distributions of trapped electrons are inves­

tigated. The first situation is the dynamical analog of the macro-particle model 

of Kruer, Dawson and Sudan. The second situation is our experiment without its 

peculiarities. 

We find that for trapped macro-particles the properties of the growing side­

bands agree well with the predictions of the KDS sideband dispersion relation. In the 

case of a trapped distribution of electrons, we find only qualitative, not quantitative 

agreement. Therefore we conclude that the discrepancy between our experimental 

results and the predictions of the macro-particle model are a reflection of the over­

simplified description of the trapped particle distribution by a single macro-particle. 

Macro-particle 

In this subsection the evolution of the sidebands is studied for the case where 

each potential well of the trapping wave traps one macro-particle. This has already 

been studied for some cases by TM. In our situation the trapping wave is damped 

and a de electric field is applied to the electrons. We find perfect agreement between 

the predictions of the modified KDS dispersion relation and the derived properties 

of the growing sidebands. 

We first establish that we obtain a dynamic equilibrium for the case where 
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a de electric field is applied to the macro-particle and the trapping wave is damped. 

Depending on the initial position of the macro-particle with respect to the wave 

potential, damped trapping oscillations are observed for small distances. Damped 

trapping oscillations occur also for the case where the macro-particle is put at the 

bottom of the wave trough and the initial macro-particle velocity is adjusted to the 

wave phase velocity of the beamless helix. The oscillations then arise because the 

final steady state requires the wave to have a different phase velocity, so also the 

macro-particles have to adjust their velocity. After the oscillations have subsided, 

the values of the final amplitude, E'f', the shift in wavenumber, 8k'f', and the offset 

of the macro-particle position from the minimum of the trapping wave potential ~0 

agree with the values derived from (4.8), (4.9) and (4.11) with u = 1. 

In the simulation two sidebands symmetric in frequency to the frequency of 

the trapping wave are launched at low amplitudes at the same position as the trap­

ping wave. After some initial transition region both sidebands grow exponentially 

at the same rate. 

In figure 4.17 the asymptotic wavenumber shifts 8k[,,,, growth rates, kl,,,, 

modulational phases, 0, and sideband amplitude ratios, a, are compared with the 

properties of the growing sideband mode calculated from the sideband dispersion 

( 4.13) for different sideband frequencies. The agreement between the model and the 

computer simulation is expectedly good. Two growing branches of sideband normal 

modes are found in the dispersion relation. The results of the computer simulation 

agree with the branch that has the larger growth rate. 

A few properties of the growing sideband mode deserve to be pointed out. 

The vertical dashed lines in the plot of the growth rates in figure 4.17b mark the 

sideband frequencies for which the sideband resonance condition ( 4.1) is fulfilled. It 

agrees fairly well with the frequency where the upper sideband has maximum growth 
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rate. The slight asymmetry of the frequencies where the sideband resonance occurs 

has two reasons. Firstly, the trapping wave phase velocity has been lowered due 

to the interaction with the trapped macro-particles; secondly, the helix dispersion 

relation does not have constant group velocity in this frequency regime. It is seen 

that maximal growth rates of the sidebands occur where the upper sideband has a 

very small shift in wavenumber, whereas the lower sideband adjusts its wavenumber 

more to ensure that the modulational phase is constant in space for the growing 

solution. For sideband frequencies adjacent to the resonance, the wavenumber shifts 

are such as to reduce the mismatch of the Doppler-shifted sideband frequency with 

the bounce frequency. The final value of the modulational phase is not zero, but 

rather shows a dependence on sideband frequency. Figure 4.17d also shows the 

frequency dependence of the amplitude ratio of the sidebands. For all frequencies the 

amplitude of the upper sideband is higher than the amplitude of the lower sideband. 

Trapped distribution of electrons 

In this section simulations of the growing sideband mode are shown for the 

more realistic situation where a continuous electron beam is trapped by a large 

amplitude damped wave with external de electric field. The wave eventually reaches 

a state of approximately constant amplitude and wavenumber shift. 

As in the previous case, two sidebands with frequencies symmetric to the 

frequency of the trapping wave are excited simultaneously with the trapping wave 

at the beginning of the interaction region. The growth of the sidebands is approx-

imately exponential in the region where the trapping wave amplitude is constant. 

As in the experiment we measure the parameters kj ,,, lik/ ,,, 0, a that describe the . . 
growing sideband mode in the region where they have become spatially constant (the 

modulational phase is spatially dependent which causes the large changes for differ-
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ent sideband frequencies). They a.re shown as diamonds in figure 4.18. We compare 

these values with the growing solution of the sideband dispersion relation for the pa­

rameters w'if, vT', a (obtained directly from the number of trapped particles in the 

simulation). The growing solution is shown as lines in figure 4.18. Similar to the ex­

periment we obtain no quantitative, merely qualitative agreement. Thereby we have 

established that the cause of the disagreement a.re not the peculiarities of the exper­

iment (space-charge, spatially dependent dispersion relation) but the macro-particle 

assumption itself. 
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4.4 Trapped State with Trapping Oscillations 

In this section the initial and the intermediate evolution of the sidebands are 

studied for the case where the trapping wave undergoes bounce oscillations. This 

case is similar to the one studied by Dimonte and Malmberg [16]. Dimonte and 

Malmberg emphasized the detrapping mechanism caused by the growing sidebands. 

Here, the focus is on the evolution of the sidebands and in particular on their phase 

relationship before they grow to large amplitudes and detrap the electrons. We find 

that the essential features of the evolution are qualitatively well described by the 

macro-particle model. 

4.4.1 Creating a Trapped Electron State 

If a wave is launched at values lower than its saturation value, it continues 

to grow until its electric field is large enough to trap a fraction of the electrons. The 

trapped electrons then rotate in phase-space and continuously trade energy back and 

forth with the trapping wave. This leads to the well-known bounce oscillations of 

the trapping wave amplitude. By applying an external de electric field, it is possible 

to replenish some of the wave energy that is lost to dissipation in the helix structure. 

Experimentally a trapped electron state with oscillating trapping wave am­

plitude is created by launching the wave at a value below saturation, and applying an 

external de electric field such that the subsequent evolution spatially averaged over 

the bounce oscillations is constant. An example of such an evolution is shown in 

figure 4.19. The dashed line marks the spatial average, where the bounce oscillations 

have been removed in a manner described by Tsunoda and Malmberg(62]. 
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4.4.2 Evolution of the Sidebands 

In this section we show the spatial evolution of the sidebands when the trap­

ping wave amplitude has residual trapping oscillations. The later evolution of the 

sidebands, especially the modulational phase, is independent of the initial values 

of their amplitudes and modulational phase. Because of the bounce motion of the 

trapped electrons the modulational phase is not constant, but is modulated at the 

wavenumber of the bounce oscillations. 

The sidebands are launched 40 dB below the trapping wave amplitude at the 

beginning of the wave-beam interaction region. Only for the highest growth rates do 

the sideband grow large enough to affect the trapping wave. Generally the sidebands 

can be considered linear. In figure 4.19a the evolution of the sideband amplitudes is 

shown for a case where the initial values of the the modulational phase and amplitude 

correspond to frequency modulation, 0(z =Om)= ir, a(z =Om)= 1. The sidebands 

grow approximately exponentially with a superposed oscillation that corresponds 

to the trapping wave oscillations. Figure 4.19b shows the spatial evolution of the 

phases, that also show some modulation with the trapping wave. In figure 4.19c the 

evolution of the modulational phase for the case shown in figure 4.19a and b (thick 

line) and three other initial values (thin lines) of the modulational phase is shown. 

The initial amplitudes of the sidebands and the trapping wave are kept the same for 

all four cases. Again it is observed that the modulational phase approaches the same 

downstream evolution independent of its initial values. The downstream evolution 

has a superposed modulation that is out of phase with the trapping wave amplitude 

oscillations. 

The thin lines in figure 4.19 show the results of computer simulations of the 

full beam dynamics. They agree well with the measured evolution of amplitudes and 

phases. 



142 

200.0 
1""""1100.0 

~20.0 
.......... 10.0 

::I 
r:r:i -... 
r:r:i 

"" r:r:i 

... 
-s. 
'O 

"" 

2.0 
1.0 

0.2 
0.1 

1T 

0 

a 

. . ... 
' 

trapping wave 
upper sideband 
lower sideband 

~ -31T'--'--'--'--'--'--'--'--'--'--'--~~~~~~~~~~~~~~ 

1T .-~~~-.--.-~~~~-.-~~~~ ....... ~~-.--.---.~~~~........, 

c) 

Distance from Transmitter z [m] 

Figure 4.19: Evolution of the sideband amplitudes (a), nonlinear phases (b) and 
modulation phase ( c) for trapping wave oscillations. The parameters are the same as 
in figure 4.1. Experiment: thick lines; computation: thin lines. In c) the evolution 
of the modulational phase is shown for E>(z = 0) = 0,7r/2,7r,37r/2. fr= 55.0 MHz 



143 

4.4.3 Comparison with the Models 

In this section we compare the measured, spatially averaged growth rates, 

wavenumber shifts, amplitude ratios and modulational phases of the sidebands in 

the experiments and in the computer simulations with the predictions of the side­

band dispersion relation. The spatial averaging is done in a manner described by 

Tsunoda and Malmberg [62). Accordingly, a spatial Fourier transformation is used 

to eliminate the trapping oscillations of the trapping wave and the growing sidebands 

by truncating the spatial Fourier modes that correspond to the trapping oscillations. 

This method is applied to the experimental and the computational evolutions. From 

the averaged values of the trapping wave amplitude and the applied de electric field 

the trapped particle ratio u is determined and used to calculate the sideband dis­

persion relation. Figure 4.20 shows the comparisons. In this case the agreement is 

better than in the case without trapping oscillations. 
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Appendix A 

Local Helix Dispersion Relation 

In this appendix the measurements of the local wavenumber and damping 

rate of the beamless helix are reported. The local values of the wavenumber and 

damping rates have to be included in the computer simulation of the sideband in­

stability in order to obtain go,od agreement with the experiment. 

Both wavenumber and damping rate can be measured with the setup de­

scribed in section 2.2. A monochromatic waveform is launched on the beamless helix 

and its complex amplitude is measured as a function of distance along the helix. By 

fitting straight lines to the measured phase and the natural logarithm of the ampli­

tude one can obtain approximate values of the real and imaginary wavenumbers. If 

one fits over short sections of the helix only, one can obtain local values of the real 

and imaginary wavenumbers. 

Figure A.I shows the spatial dependence of both the normalized difference 

between the measured real wavenumber and the calculated real wavenumber and 

of the normalized imaginary wavenumber of a typical wave. The sliding square 

window, that defines the region of the straight line fit, is about four wavelengths long, 

corresponding to 0.2 m. There are two distinct regions of approximately constant 

wavenumbers; both of them extending over about half the length of the helix. In 

the first half the average real wavenumber agrees within 0.5% with the calculated 
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wavenumber at 55.5 MHz 

wavenumber. In the second half, the average real wavenumber is about 1.5% smaller 

than the calculated value and the imaginary wavenumber increases by about 100%. 

The spatial averages of the wavenumber and the damping rate for the first and the 

second half of the helix are shown with dotted lines in figure A.l. It is important 

to include the local dispersion relation in the computer simulations of the sideband 

instability in order to obtain good agreement with the measurements. 

In figure A.2 the normalized differences between the measured and the cal­

culated real wavenumbers are shown versus frequency for both halves of the helix. 

In addition the relative damping rates are shown for both halves of the helix. In 

the first half of the helix the measured and the calculated wavenumbers agree within 

0.5% for all considered frequencies. 
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Appendix B 

Warm Beam Theories for TWT 

B.1 Quasilinear Theory 

In this section we derive the equations describing the interaction of a weak 

warm electron beam with waves on the slow wave structure of a traveling wave tube 

in the spirit of quasilinear theory. In the limit of a very weak beam and of small 

growth rates, the TWT equations become identical to the spatial equations of the 

one-dimensional beam-plasma case [17]. If the beam is of small but finite strength, 

a correction term that describes the space-charge forces that the electrons exert on 

each other needs to be included. As we have seen in the case of linear dispersion, 

the space-charge has to be included for our beam distributions. 

The evolution of the electron beam is given by the one-dimensional Vlasov 

equation, where the electric field is the sum of the helix wave field Eh(z, t) = 

-avh I az and the space-charge field E•C(z, t); 

a1 af e h SC a1 -+v---(E (z,t)+E (z,t))-=0 
at az m av 

(B.l) 

The space-charge electric field is given by (2.13). 

The waves on the slow wave structure are described by the inhomogeneous 

wave equation 2.7 [7]: 

(B.2) 
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In the experiment a waveform with the period T is launched at z = 01 .Since 

this signal is much larger than the inherent noise of the TWT, all time-dependent 

quantities f(v,z,t), E(z,t), E•c(z,t) have the same period T and can be expanded 

in a Fourier series: 

f (z, v, t) 
1 . 

- fo(v,z) + 2 Lfn(v,z)e-'"'•' (B.3) 
n 

Eh(z, t) - ~ LE~(z)e-iw0t (B.4) 
n 

E'c(z, t) - ~ LE~c(z)e-iw0t (B.5) 
n 

with En(z)h - 2 1T h . T 
0 

dtE (z, t)e'"'•' etc. (B.6) 

The sums are over all the positive and negative Fourier mode numbers n 

of the launched waveform (de excluded). Because of the homodyning process their 

corresponding frequencies wn/27r: are between about 30 and 83 MHz and are given 

by 

Wini -
In I 

/horn - N /clock, (B.7) 

W-lnl - -Wini' (B.8) 

where /horn = 86 MHz is the homodyning frequency, fc1ock = 120 MHz is the clock 

frequency of the arbitrary waveform generator and the sampling frequency of the 

digital oscilloscope, n the mode number and N the number of wavepoints constituting 

the waveform. In the following we will often use the subscript n as an abbreviation 

of Wn· In our nomenclature: E_n = E~. 

With this expansion the inhomogeneous wave equation and the Vlasov equa-

tion become 

(B.9) 

1 Actually the launched waveform is not strictly periodic with period T, because the frequency of 
the local oscillator used for the homodyning process is not phase-locked to the clock of the arbitrary 
waveform generator. Using the clock itself as the local oscillator, we checked that this modulation 
does not affect the beam dynamics. 
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· f 8fn ·. e (Eh E'c)8fo 
- ZWn n + v-

8 
- - n + n -8 -

z m v 
1 e '°'(E Esc )8fn• 
-2- L.,., n-n' + n-n' -a 

m n' v 

8fo 
v-

8z 
=~_:_'°'(Eh +E'c)8fn 

2m ~ -n -n av 

(B.10) 

(B.11) 

Quasilinear theory completely neglects the mode-coupling terms on the r.h.s. 

of equation (B.10). Much of the controversy surrounding quasilinear theory is about 

whether keeping these terms changes the predictions of quasilinear theory in zeroth 

order. With this approximation the solution of equation (B.10) becomes: 

(B.12) 

The first term describes the free streaming of the initial perturbation. We will neglect 

it in the following because - except near the edge of the velocity distribution - its 

contribution phase-mixes to zero over a few wavelengths. Writing E~(z') as 

(B.13) 

we obtain from (2.12), (2.7) and (B.12): 

(B.14) 

Using (B.12) we obtain from (B.9): 

((k~) 2 
- k~(z))E~(z) 

_ ie2no~nk~kn [l + Hq(wn)]E~(z) J dv j d:' ei J;dz"(~-kn(z")) 8fo~~ z') 
0 0 

(B.15) 

If the time-averaged velocity distribution function fo( v, z') is a Gaussian centered 

around v = Vb with a width of ~vb then the major contributions to the v-integration 

come from regions where I z - z' l:S vUw~vb. Assuming that the velocity width ~vb 

is approximately equal to the width in phase velocity of the unstable waves, this 
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distance becomes equal to the autocorrelation length lac (see equation (3.8)). In the 

quasilinear regime the autocorrelation length is much smaller than the length scale 

of evolution of the electric field spectrum and the time-averaged velocity distribution 

function and one can therefore set kn(z') ~ kn(z) and fo(v,z') ~ fo(v,z). 

With this approximation we obtain the quasilinear dispersion relation: 

h 2 -1 100 8fo(v,z)/8v 
f (wn, kn(z)) = wp[l + Hq(wn)] k2 ( ) dv _ /k ( ) 

n Z O.C V Wn n Z 
(B.16) 

where the v-integration is taken along the Landau contour .C. 

This expression together with equation (B.13) states that the growth rate 

of the waves at position z is determined by the solution kn(z) of the dispersion 

relation based on the local velocity distribution / 0 ( v, z ). In appendix D we discuss 

the validity of this expression for the beam distribution in the TWT, where initially 

above phase-mixing approximations are not valid because of the abrupt fall-off of the 

velocity distribution at high velocity. There we give an estimate of the contributions 

of fo(v,z') and kn(z') with z' < z to the solutions of the dispersion relation at z. 

Because the growth rate depends only on the time-averaged velocity distri­

bution, which is (and stays as seen below) a smooth function of velocity, it also is a 

smooth function of frequency. Therefore quasilinear theory predicts that a launched 

smooth wave spectrum will stay smooth throughout the evolution of the instability. 

The evolution equation for the velocity distribution function is obtained by 

using (B.12) in (B.11): 

ofo(v,z) 
v oz 

=~~..::_'°"I Eh(z)+E'c(z) 121' dz' eif:.('";>·-k.(z"))dz"Ofo(v,z') (B.l7) 
2 av m2 ~ n n v ov 

n 0 

If the electric field spectrum E~ has the shape of a Gaussian centered around 

w (where the phase velocity is Vph and the group velocity is v9r) with width 6.w then 

the major contributions to the sum over the frequencies come from regions where 
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I z - z' l'.:O v;h/w!:;,.vph which is equal to the autocorrelation length of the introduction; 

it is the approximate distance over which an electron of velocity v = vph looses 

the correlation with the waves of the spectrum because of phase-mixing. In the 

quasilinear regime given by (3.1) we can replace kw(z'), f0 (z') and E~c(z') with the 

values at z = z' and obtain the familiar Fokker-Planckh equation for the evolution 

of the time-averaged electron velocity distribution. 

8fo(v,z) _ ~Dql( )8fo(v,z) 
v oz - av v, z 8v (B.18) 

with 

2 k' 
qi ( _ e ""' I 12 I Eh( ) 12 v ~ D v,z)=-2 L..., l+Hq n z ( _ kr)2 ( ki)2 

m n>O Wn V n + V n 
(B.19) 

where Dql is the quasilinear diffusion coefficient. 

If we had anticipated the phase-mixing, we could have simplified (B.12) with 

(B.20) 

with the quasilinear resonance function 

(B.21) 

and obtained the quasilinear equations much faster. 

B.2 Resonance Broadening Theory 

In this section we derive Dupree's equations for the traveling wave tube. 

Dupree attempted to improve on quasilinear theory by including some of the mode­

coupling terms from the r.h.s. of equation (B.10) when calculating the propagator of 

the perturbations of the velocity distribution function. This leads to a broadening of 

the wave-particle resonance, hence his theory is called "resonance-broadening (RB) 

theory". As has been pointed out by Rolland [51], trapping effects are associated 



153 

with mode-coupling terms that are not included in this approach. They become 

important when the turbulent trapping length becomes approximately equal to the 

growth length. So on grounds of simple arguments one would expect RB theory to 

break down when ltt r:oJ ki 1
, which is the threshold for the predictions of RB theory 

to deviate from QL theory. 

To formulate the RB theory for the TWT we start again with equations 

(B.9) to (B.11). Without neglecting the mode-coupling term, (B.10) has the exact 

solution: 

(B.22) 

Iterating (B.10) with this solution, picking out terms with In and discarding the 

other mode-coupling terms yields: 

. f aln 
-iwn n + v az 

.J...C '°'(Eh +E•c )~1· dz' /~·(•-•')(Eh (z')+E•c (z'))aln(v,z') 
2 2 L....,, n-n' n-n' a n' -n n' -n a 

ffi Wt V V V 
n 0 

=.!:_(Eh+ E'c) a1o (B.23) 
m n n av 

which can be written as 

. a In a • ( ) a In e ( h BC) a lo -iwnln+v-a --a Dv,z-a =-En+En -a z v v m v 
(B.24) 

with the diffusion operator D( v' z) acting on a In/ av . In order to proceed we assume 

that bis simply a function nrb(v, z). Then the approximate Green's function of the 

l.h.s. of (B.24) is: 

D rb 2 v•• 2 3 
i!!.(z-z')+i~(z-z') -~(z-z') v 

G(v,z- z') = e • •: '·~ + 0(- -1) 
Vb 

(B.25) 

where Vb is a typical beam velocity, e.g. the average velocity. For large z - z' the 

second term in the exponential can be neglected compared with the third. Then the 
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solution of (B.24) is approximately given by: 

z d I •!!!.o..(z z') Drb""n2 (z z')3 a f ( ') 
fn=!....j..!_e'• - - 3•i - (En(z')+E~c(z')) Joav,z 

m v v 
(B.26) 

0 

This expression is used in (B.9) and (B.11) to obtain the dispersion relation of the 

waves and the diffusion equation of the time-averaged velocity distribution function. 

Similar to QL theory the major contributions will come from the values close to z. 

Anticipating this, one can simplify (B.26) to obtain: 

(B.27) 

where - spatially equivalent to Dupree - the "turbulent trapping length", 111 , is defined 

by: 
1 

3vs 3 
ltt = ( b ) - Wn2Drb(vb) (B.28) 

The integral expression is a resonance function. H the electric field amplitudes are 

small and the turbulent trapping length ltt is much larger than the scale length of 

the evolution of spectrum and of velocity distribution function, the last term in the 

exponential can be omitted and one again obtains the Lorentzian resonance function 

of quasilinear theory (B.21 ). In general, however, the resonance width is given by 

A(Wn kr) ({.13 ') '-' - - n ~Max -
1
-,kn 

v II 
(B.29) 

Thus in the nonlinear regime near saturation where large electric fields occur the 

resonance function becomes wider even though the growth rates become smaller. 

However, as Rolland pointed out [51], this is the regime where the neglected terms 

in the selected sum become important. 

We define a complex resonance function similar to Dupree's2 • 

z (z-z')3 

R rb( k Drb) = J dz' i("';'--kn(z))(z-z')-7-
Wn, n,V, - e tt 

v 
(B.30) 

0 

2 Dupree's version assumed very small growth rates and was therefore real. 
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3 
for Ki = 0. 

and its normalized form for large z 

00 

R(Kr + iKi) = J d(ei(Kr + iKi)( - (3 (B.31) 
0 

It is shown in figure B.1 as a function of Kr for Ki = 0. The total area under the 

curve of the real part is 1r. 

Then the equations that describe the evolution of the wave spectrum and the 

time-averaged velocity distribution function for the TWT become: 

where 

!h(wn, k,,(z)) 

8fo 
v-

8z 

(B.32) 

(B.33) 

(B.34) 

Note that equations (B.33) and (B.33) become the quasilinear equations if the Dupree 

resonance function R•b is replaced with the quasilinear resonance function Rq1• 



Appendix C 

Four-Wave Coupling Model 

In this section we derive the field amplitude expansion to second order of 

quasilinear theory and resonance-broadening theory that leads to an expression for 

four-wave coupling following Sagdeev et al. [53]. 

We assume that the velocity distribution function and the electric field can 

be written as a converging sum of different orders where higher order terms can be 

neglected with some accuracy. As has been shown in the past, such an expansion 

does not converge·in the nonlinear regime of the weak-warm beam instability when 

k; :::; lii1
. However, we only want to obtain a framework in which to discuss the 

observed mode-coupling and therefore do not claim that this expansion is accurate. 

Formally we write: 

f - fo + f 1l + f 2l + · · · 
E - E(I) + E(2) + ... 

(C.l) 

(C.2) 

where fo is the time-averaged beam velocity distribution, f(I) is the first order per­

turbation calculated in quasilinear theory and E(I) is the electric field to first order 

as calculated in quasilinear theory. 

Expanding the Vlasov equation to different orders leads to (space-charge 
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neglected): 

- 0 (C.3) 

-
..::_ E(2) a fo 
m av (C.4) 

-
..::_ E(2) a J(!l 

m av (C.5) 

Because of the dispersion relation of the helix that does not support 3-wave 

coupling and because of the fact that the beam distribution is small at low velocities, 

the terms on the r.h.s. of above equations can be neglected. Proceeding in the usual 

manner we obtain after some algebra: 

(C.6) 

where for the wave-particle resonance function we can either use the quasilinear 

resonance function R•1 or Dupree's resonance function Rrb. We write this expression 

as 

dEn(z) ~ .k ( )E(I)( ) 
dz ~ i n Z n Z 

+ LL Lr n,n,,n,,naE~!l(z )E~12, (z )E~~l(z )8n,.n+n1 -n2 (C. 7) 
ni n2 n3 

where 



Appendix D 

Nonlocal Dispersion Relation 

The beam velocity distribution used in the experiments on the weak warm 

beam instability has a large velocity gradient at its upper velocity edge. Therefore 

waves with phase velocities close to the edge of the beam do not fulfill the phase 

mixing requirement that led to the simplification of equation (B.15) to obtain the 

quasilinear dispersion relation. The growth of these waves then is given by the 

nonlocal expression (B.15) rather than by the local dispersion relation (B.16). In 

the nonlinear regime, the velocity distribution function starts flattening out. It then 

is possible that the growth rates of these waves at a certain position are not only due 

to the local velocity distribution but are also partially determined by the distribution 

at earlier positions. 

In this section we experimentally investigate this effect that is solely an arti­

fact of the shape of the beam used in the traveling wave tube. We find that in regions 

where the velocity distribution function changes, the growth rate of waves with phase 

velocities close to the edge of the beam distribution are larger than predicted from 

the quasilinear and resonance-broadening dispersion relation. This discrepancy can 

account for some of the discrepancy still observed between the measured ensemble­

averaged growth rates and the predictions of theory. 

This appendix is organized as follows: In section D.1 we calculate the spatial 
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Figure D.1: Spatial evolution of single wave electric field amplitudes on the warm 
beam 3.3 (solid lines) and comparison with the solution of (D.l) (dashed line) and 
with the solution of the linear dispersion relation (2.21) (dotted lines) for two different 
phase velocities. 

evolution of waves in the linear regime where the velocity distribution does not change 

with distance and find good agreement with experiment. The edge of the beam 

causes beat oscillations that we find in both our calculations and our experiments. 

In section D.2 we calculate the spatial evolution of waves in the nonlinear regime 

where the velocity distribution function changes and find that nonlocal contributions 

are not negligible in (B.15) for waves with phase velocities close to the edge of the 

beam. 

D.1 Linear Nonlocal Dispersion Relation 

In this section we numerically solve equation (B.15) for the linear case where 

the velocity distribution function does not cJ:iange spatially. We find good agreement 

with experiment. 
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Figure D. l shows the calculated and the measured growth of two single waves 

launched on the warm beam shown in figure 3.3. They are launched at low amplitudes 

such that the beam distribution is unchanged. The local wavenumber of the waves 

k~(z) is calculated from (B.15) by integrating along the distance from the transmitter 

z 

where we assume k~(z = 0) = k~ and use the local values of the helix wavenumbers 

k~(z). We then obtain the spatial evolution of the electric field amplitude E~(z) 

from: 

E~(z) = E~(z = O)eifo'dz'k~(z'). (D.2) 

The intial electric field amplitude En(z = 0) can be chosen arbitrarily to fit the 

experimental data. 

Close to the transmitter experiment and calculation show wave growth with 

a superposed beat with a mode associated with the edge of the beam. At higher 

phase velocity these beat oscillations have a longer wavelength. They diminish with 

increasing distance from the transmitter such that close to the end of the interaction 

region the growth rates of the experiment, the solution of equation (D.1) and the 

solution of the linear dispersion relation (shown as a straight line) approximately 

agree with one another. 

D.2 Nonlinear Nonlocal Dispersion Relation 

In this section we numerically solve equation (B.15) for the case where the 

velocity distribution changes with distance. Since we cannot measure the velocity 

distribution at other positions than at the end of the interaction region we launch 



161 

different waveforms in order to infer it at positions of interest. Since the diffusion 

process leads to a smoothing of the troublesome edge we consider an intermediate 

case where the final distribution has not completed flattened yet (A=-8 dB). We 

find that growth rate enhancement due to nonlocal effects can account for some of 

the discrepancy between the measured and the quasilinear and resonance-broadened 

growth rates shown in figure 3.23. 

In order to solve (B.15) we must know the velocity distribution as a function 

of distance. Even though the position of the velocity analyzer is fixed at the end of the 

interaction region at z = L, in an ideal experiment one could take advantage of the 

translational symmetry and simply move the transmitter by some distance ~z closer 

to the velocity analyzer. Then the measured velocity distribution would correspond 

to the distribution at position L - ~z. By moving the transmitter to different 

position we could then measure the velocity distribution corresponding to different 

locations of the evolution. Unfortunately we cannot do this in our experiment since 

reflected waves and the waves that travel from the transmitter toward the cathode 

can premodulate the beam and change the initial conditions. However, because 

the initial growth of the spectrum is linear and we know the linear growth rates 

and wavenumber shifts we leave our transmitter in place but calculate the launch 

spectrum required such that once it has grown over the distance ~z it equals the 

original spectrum at z = 0. This corresponds to moving a "virtual transmitter" 

rather than the real transmitter. 

In figure D.2a we compare the ensemble-averaged electric field spectra at the 

end of the interaction region obtained for different launched spectra with the spectra 

at different positions of the evolution of interest. The agreement is reasonable for 

most phase velocities. In figure D.2b we show the corresponding measured velocity 

distributions. We now can numerically integrate equation (B.15) by interpolating 
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Figure D.2: a) Comparison of the wave spectra measured at different positions 
(solid) for the case with A= 8dB with wave spectra (dashed) measured at z = L 
for different launch spectra. b) Measured velocity distributions corresponding to the 
dashed spectra of a). 

for velocity distributions at points between measured locations and otherwise in the 

same manner as before. 

Resonance-broadening theory makes the same phase-mixing assumption as 

quasilinear theory. By determining the turbulent trapping length at different posi-

tions from the self-consistently calculated resonance-broadening diffusion coefficient 
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Figure D.3: Comparison of ensemble-averaged growth rates with local dispersion 
relation of QL and RB theory (solid, dashed thick lines, resp.) and with nonlocal 
dispersion relation of QL and RB theory ( solid, dashed thin lines, resp.) for case 
shown in previously in figure 3.22. 

we can also integrate the equivalent equation: 

(D.4) 

Figure D.3 compares the measured ensemble-averaged growth rates of waves 

of the case shown in figure 3.22 with the calculated growth rates from the nonlo-

cal dispersion relations according to quasilinear and resonance-broadening theory. 

We find that starting with intermediate phase velocities the memory effect is non­

negligible and close to the edge of the velocity distribution the beat of the wave with 

the beam edge mode causes large errors if the growth rates are determined by simply 

fitting a straight line to the amplitudes over a short region. 



Appendix E 

KDS Theory for TWT 

In this section we follow the derivation of Kruer, Dawson and Sudan (KDS) 

[37] to obtain the sideband dispersion relation for the spatial case of the TWT. 

In the macro-particle model the trapped electron distribution of each poten­

tial trough of the trapping wave is approximated by a macro-particle of effective 

charge and mass, whose ratio equals e/m. KDS treat the case where these macro-

particles are at the bottom of the wave trough in their equilibrium position and 

move though the background plasma at the phase velocity of the trapping wave. 

For our case, we assume that this phase velocity is the asymptotic phase velocity of 

the dynamic equilibrium, v'f'. KDS approximate the sinusoidal potential well of the 

trapping wave with a harmonic well with bounce frequency WB. The trapping wave 

provides only the potential for the macro-particles, and is not influenced by their mo­

tion. For the nth harmonic oscillator the equation of motion of the macro-particle 

in a perturbing electric field E(z, t) becomes: 

(E.l) 

z~ is the location of the nth oscillator at t=O; Zn(t) is its location at time t. 

In order to solve for the spatial evolution we need to know the time tn when 
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the nth macro·particle arrives at the location z. We find: 

dt~ 1 [ 2 ( oo o oo ) e ( l] 
d 2 =-"7J -wB z-vTtn-vTtn --E z,tn . 
z Zn m 

(E.2) 

t~ is the time when the nth electron entered the interaction region in the TWT. 

Approximating Zn with v'f and transforming into the moving frame where 6tn _ 

tn - -'!- - 4 and after Fourier analysis we find: 
VT VT 

< (k) e 1 J dw'E(k w' ') iw't" otn = 3 2 2 - + -,w e n 
mv'f k2 -w8 /v'f 2ir v'f 

(E.3) 

The charge density of the perturbed harmonic oscillator is: 

Pn(z, t) = -e6(z - v'ft - z~ + v'f 6tn(z)) (E.4) 

After Fourier analysis and assuming small deviations from the straight line particle 

orbits we obtain: 

(E.5) 

We impose self·consistency by requiring that the perturbing electric fields are 

generated by the perturbed charge densities of the harmonic oscillators through the 

transmission line equation (2.9). Combining (2.9), (E.5) and (E.4) we obtain: 

2 . t• w w eimw 
Eh(w,k)E(k,w)=kPooL 

00 2 2
E(k+mk'f,w+mwT). (E.6) 

VT m (kvT -w) -w8 

Note that it is not required that k'f = k~r as was in the original derivation. 

The strongest coupling can be expected for those waves that approximately 

fulfill the TWT dispersion relation. This limits the interaction to the waves closest 

to the trapping wave, the lower and the upper sidebands with frequencies WT ± ~w 

and wavenumbers k'f ± ~k. Possible interaction with the wave of frequency ~w is 

discarded in first approximation because E(~k, ~w) ~ 0. The ensuing 2 x 2 matrix 

for E(w, k) has nontrivial solutions if its determinant vanishes. This leads to the 

following dispersion relation: 

w; [w/kv'f (w - 2wT )/(k - 2k'f )v'f] 
(kv'f-w) 2 -w1 E(w,k)+ E(w-2w'f,k-2k'f) =l 

(E.7) 
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Typically the equation has more than one solution of k for given w. Each solution 

determines a particular relationship between the complex amplitude of the upper and 

the lower sideband through (E.6). We call this combination of the two sidebands a 

"sideband normal mode". Keeping only the m = 0 and m = -2 terms of the sum 

on the right hand side in equation (E.6) we obtain: 

E*(2k'f'-k,2wr-w) [kv';th(w,k)(( k"°)2 2) l]- ;o = w - VT - WB - = -ae 
E(k,w) Wp w~ 

(E.8) 

where a is positive and (} is related to the modulational phase. 

When we apply the sideband dispersion relation (E. 7) to the sidebands in 

the asymptotic steady state the bounce frequency w8 must be replaced by w~c to 

account for the change of the potential well due to the applied de electric field and 

the beam plasma frequency Wp must be replaced by ..;7iwp to account for the fact 

that only the fraction a of the beam electrons is trapped. 



Appendix F 

Nonlinear TWT Equations 

As has been pointed out in chapter 1 it can be shown that the equations that 

describe the weak-cold-beam plasma instability are identical to those that describe 

the evolution of a cold beam on a TWT. Formally this equivalence is obtained by 

identifying the smallness parameter in the theory of O'Neil et al., ("f//2) 113 , [47] 

with the Pierce gain parameter, C, of traveling wave tubes. Both parameters are a 

measure of the strength of the interaction of the beam with the waves on the support 

structure. But because the interaction of the beam with the wave on the traveling 

wave tube is given by a transmission line equation rather than Poisson's equation, 

above equivalence is true to lowest order in the smallness parameter only. Higher 

order correction terms are different. 

The theory of the interaction of many waves with a cold beam has been given 

before [54, 62]. Here it is briefly reviewed. We solve the one-dimensional problem 

of the spatial evolution of three waves on a slow wave structure interacting with a 

mono-energetic beam of electrons. The next higher order term in C - in a manner 

given by Tien [60]-, damping of the waves on the support structure and space-charge 

effects are included. The problem is solved within the framework of the Lagrangian 

formalism wherein the beam is separated into N. cylindrical charge blocks that enter 

the interaction region during the repetition time, T, of the waveform. Their initial 
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positions are marked by their initial phase, </>0 , relative to the phase of the waveform. 

We identify w1 with the angular frequency wr of the trapping wave and define the 

following scaled parameters: 

W1 
(F.l) y = C1-z 

Uo 

</>n (y, </>o) 
Wn 1 

(F.2) = --y-wnt 
W1 C1 

dz 
uo(l + C1q(y, </>o)) (F.3) 

dt 
-

bn 
1 (k~ruo _ 1) (F.4) -

Cn Wn 
1 kOiU 

dn 
n 0 (F.5) - ---

Cn Wn 
3 

V(z, t) = 4VoCiL {An cos( </>n +On) (F.6) 
n=l 

Ci [(Cn) Wn dOn ( ) W1 dAn • ( )J} + - -
0 

bn + --d )An COS </>n +On - --d S!Il </>n +On 
2 1 W1 Y Wn Y 

With these definitions the inhomogeneous wave equation, (2.9), the charge continuity 

equation, (2.15), Poisson's equation for the space-charge and Newton's equation, 

(2.6), can be written in a form suitable for solution on the computer. 

Wn dy 
(F.7) 

(F.8) 

Wn 8y 
(F.9) 

(1 + C1q(y, </>o)) ~: 
3 

L {-2An Wn sin( </>n - On) (F.10) 
n=l W1 

[dA (,I. ) dOn Wn Cn ) , )] } + C1 -d COS 'l'n - On + (-d - --
0 

bn Ansm(</>n - On 
Y Y W1 1 

Ese Ede ---
Er Er 

where we have included an externally applied de electric field Ede· 
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The space-charge term is given by 

Esc [ rbw]Ne~ (Uo/ ) -E = 2QC1 1 + - -
1 

L.... f -(1 + C1Qi)(</>i - <I>a) 
T Uo/ i=I rbw 

(F.11) 

where 

f(x) = { 
e-x(el>x - e-L>x)2sgn(x) 
[(ex - e2l>x)( e-x - e-2l>x) + e-x ( el>x - e-L>x)2]sgn( X) 

Llx 
Uo/ l 

= ----
rbW1 Ne 

ET - 2Va w1c2 
Uo I 

for Ix i> 2Llx 
for I x i< 2Llx 

(F.12) 

The frequencies of the three waves have to be commensurate for this theory to apply. 

T is the period of the waveform created by superposition of these three waves; it is l 

periods of the period TT of the trapping wave long. We choose Ne such that initially 

there are at least 100 electrons per period of the trapping wave. ")' is obtained from 

the experimental fit given by equation (2.28). 

The equations are integrated numerically with a step size Lly = 0.01. The 

accuracy of the calculation is monitored by comparing the two sides of the following 

expression: 

(F.13) 

This equation becomes the momentum conservation equation of Tsunoda and Malm-

berg [63] in the limit where the space-charge can be neglected, where there is no de 

electric field, no damping and the Pierce gain parameters, C;, are small. The dis­

crepancy of the two sides is less than 10-5 , where the expressions themselves are of 

order 1. 



Appendix G 

Symbols 

In this appendix we present a list of often occuring symbols and expressions. 

We either give their definition or the equation numbers of their definition, figure 

numbers where they are shown, typical or their exact values. SI units are used 

throughout the dissertation. 

Electron Beam 
h 40 -120µA 
rb 3.2 mm 
v 2.5 - 5.106 m/s 
Uo 
v,, 
Vo 
V.1 
V.2 
V.3 
Vdc 
p(v,z) 
Po 
no 
f(v, z, t) 
fo(v,z) 
E'0 (z, t) 
Hq 
Wp 

Wq 

Pq 
CT 

50 - 70 v 
Vo= mu5/2e 
~ov 

~2kV 

~ -40 v 
50 -100 v 
.25- l.10-6 C/m3 

.25- l.10-6 C/m3 

.5 - 2. l08m-1 

figure 2.8 
2tr(5 - 20) MHz 

~Wp 
(2.14) 
4.8 

electron beam current 
radius of the electron beam 
velocity of an electron 
velocity of the cold electron beam 
cathode voltage 
electron beam voltage 
voltage on first spreader grid 
voltage on second spreader grid 
voltage on third spreader grid 
externally applied de voltage on helix 
beam charge density 
beam charge density of cold beam 
axial beam density 
beam velocity distribution 
time-averaged beam velcoity distribution 
space-charge electric field 
space-charge parameter 
beam plasma frequency 
reduced beam plasma frequency 
plasma frequency reduction factor 
trapped particle ratio 
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Basic Constants 
-e -1.610-19 C 
m 9.110-31 kg 
€0 8.8510-12 As/Vm 

Helix 
a 
L 
ko 

w 

R-w 
Vph 

w 
vgr 

w 

€h(w, k~) 
A 

10.77 mm 
2.35 m 
ko = kro - ikiD 

w w w 

fig. 2.4 
fig. 2.3 
fig. 2.3 
eqn. 2.10 
dB 

Frequencies 
w 

fhom 86 MHz 
/clock 120 MHz 
N 
T N/ fc1oc1r. 

fiw fiw = l/T 
Wp 211"(5 - 20) MHz 
WT 
fiw,b 

W/ WT - fiWsb 

w,. WT+ fiW8 b 

Wd ti.w.b 

WB eqn. 4.2 
W~c eqn. 4.12 
Wn J ham - ~ J clock 

fl.Wtot eqn.3.8 
Llwn 211" 2.5MHz 

electron charge 
electron mass 
dielectric constant 

radius of the helix 
length of the interaction region 
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complex wavenumber of wave on beamless helix 
real wave-beam interaction impedance 
phase velocity on beamless helix 
group velocity on beamless helix 
beamless helix dielectric 
launch amplitude of the spectrum compared to 
saturation case 

angular frequency of waves on helix 
homodyne frequency 
clock frequency 
total number of points of a waveform 
period of the waveform sent with the waveform 
generator 
angular frequency separation between modes 
beam plasma frequency 
angular trapping wave frequency 
angular sideband frequency separation 
angular frequency of lower sideband 
angular frequency of upper sideband 
angular frequency of difference wave 
angular bounce frequency 
angular bounce frequency modified for Ede 

angular mode frequency 
frequency width of the wave spectrum 
frequency width of a physical mode 
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Wavenumbers 

Phases 
O</>w( Z) 
8(z) 

ko = kor _ ikoi w w w 
figure 2.3 
figure A.2 
eqn. 4.9 

eqn. 4.16 

Electric Fields, Potentials 
Ew. eqn. B.6 
ET' 
E1 
Eu 
Ede 

Eh(z, t) 
E'c(z, t) 
vh 

w 

eqn. 2.9 
eqn. 2.12 
2.9 

complex wavenumber of wave on beamless helix 
real wavenumber of beamless helix 
damping rate of beamless helix 
asymptotic wavenumber of trapped particle state 
wavenumber of lower sideband 
wavenumber of upper sideband 
real wavenumber of Fourier mode with frequency 
Wn 

growth rate of Fourier mode with frequency Wn 

wavenumber shift due to interaction with beam 

phase shift due to wave-beam interaction 
modulational phase 

electric field amplitude of Fourier mode w0 

electric field amplitude of trapping wave 
electric field amplitude of lower sideband 
electric field amplitude of upper sideband 
externally applied de electric field 
helix electric field 
space-charge electric field 
wave potential on helix 

Symbols used for Weak Warm Beam Instability 
D•1 eqn.B.19 quasilinear diffusion coefficient 
Drb eqn.B.34 resonance-broadening diffusion coefficient 
lac eqn.3.8 spectrum autocorrelation length 
lp eqn.3.10 periodicity length 
ltt eqn.3.9 turbulent trapping length 
Sn eqn.3.22 scatter component of electric field amplitude En 
T. eqn.3.22 transmitted component of electric field amplitude 

E. 
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